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Abstract 
 

 
 Computational chemistry is a collection of methods that seek to interpret and 

predict chemical phenomena. In this work, three distinct areas of chemistry are 

investigated: (1) the reactive pathways of UVA irradiated N-chlorohydantoins; (2) 

alternative methods for calculating long-range electrostatics in room temperature ionic 

liquids; (3) benchmarking implicit solvent models and cavity sizes to experimentally 

determined free energies of protomerization in solution phase. 

 Chapter 1 presents a brief introduction to these three subjects.  Chapter 2 presents 

the methodologies used in this research.  Chapter 3 reports the results of a joint 

experimental and computational investigation into the UVA stabilities of the N-

chlorohydantoins 1-chloro-3,5,5-trimethyhydantoin and 3-chloro-1,5,5-

trimethylhydantoin.   Chapter 4 details the exhaustive testing of pair-wise Ewald 

alternatives on a wide range of ionic liquids reveals that shifted forces, shifted potentials, 

and Coulombic interactions all damped by 0.2 Å-1 with an interaction cutoff of 15 Å 

consistently accurately reproduce Ewald sum electrostatics. Additionally, a new 

methodology is presented, SF3, whose accuracy is on par with the above-mentioned 

methods, yet at a much-reduced computational cost. Finally, chapter 5 details the findings 

of the tautomerization benchmarking work. 
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Chapter 1 Introduction 

1.1 Inter- and Intra-molecular Mechanisms for Chlorine 

Rearrangements in Trimethyl-substituted N-chlorohydantoins 

 

N-halamine monomers and polymers have been shown to be excellent antimicrobials 

with rates of inactivation of bacteria, viruses, fungi, and protozoa from seconds at low 

concentrations in aqueous solution to several minutes for polymeric coatings containing 

the materials.1–3  They also possess the advantages of being non-corrosive, non-toxic to 

humans and animals, and the capability of regeneration in situ after loss of oxidative 

halogen by exposure to dilute solutions of aqueous free chlorine, e.g., household bleach, 

or free bromine.  One such polymer, an N-halogenated poly-styrenehydantoin, is 

currently being employed for potable water disinfection in developing nations.4  There 

are numerous potential applications for the materials in the medical fields.5–8 However, 

some N-halamine derivatives employed in antimicrobial coatings are subject to probable 

free-radical halogen migration processes in the presence of UVA irradiation which can 

lead to decomposition causing loss of the regeneration capability.7 For this reason this 

thesis combined an experimental and computational effort designed to elucidate 

mechanisms for the migration processes. 
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In this work a computational study has been performed for 1-chloro-3,5,5-

trimethylhydantoin (1) and 3-chloro-1,5,5-trimethylhydantoin (2) (see Figure 1). The 

focus of the study was to rationalize experimentally determined products and rates of 

photolytic decomposition of the two model compounds employing density functional 

theory (DFT) calculations to determine optimum predicted mechanistic pathways for the 

formation of the resulting products. Both intramolecular and intermolecular processes 

have been explored. Prior computational studies relevant to N-halamine chemistry have 

been reported, i.e., a study of the stabilities of N-Cl bonds,8 the mechanism of formation 

of biocidal imidazolidin-4-one derivatives,9 and the mechanism of monochlorination of 

5,5-dimethylhydantoin through a dichloro intermediate.10      

 

 

Figure 1.1 Structures of 1-chloro-3,5,5-trimethylhydantoin (1) and 3-

chloro-1,5,5-trimethylhydantoin (2). 



 

1 
 

1.2  Pairwise Alternatives to Ewald Summation for Calculating Long-

Range Electrostatics in Ionic Liquids 

 

The computational cost of Monte Carlo (MC) and molecular dynamics (MD) 

methods can present a major obstacle for exhaustive simulations containing thousands or 

millions of atoms. Periodic boundary conditions minimize the number of atoms required 

to simulate a bulk environment, but also introduce the challenge of evaluating potentials 

beyond the minimum-image convention. A simple spherical cutoff that only computes 

nonbonded interactions within a specified distance can improve the efficiency. However, 

the potential for error is particularly large in the electrostatics portion, as the potentials 

generally decay to zero more slowly with increasing distance than the Lennard-Jones 

function.9–13  

Ewald (or lattice) summation techniques can provide an accurate electrostatic 

treatment by using a cutoff distance for the quickly decaying short-ranged real-space 

summation and by performing a second long-ranged reciprocal-space summation.14,15 As 

the number of particles, N, increase, a simple Ewald implementation can increase the 

simulation effort as O(N2). Optimization of the reciprocal-space summation with Fourier-

based approaches, e.g., particle-particle particle-mesh (P3M)16 and particle-mesh Ewald 

(PME),17 has enabled the Ewald sums to scale as low as O(N log (N) ).15,17,18  

Alternatively, truncation artifacts could be reduced by the use of a shifted potential 

scheme that provides a continuous shifting of the potential at all distances such that the 

value of the potential (or the value and first derivative for a shifted force potential) 
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becomes zero at the cutoff distance.19 For example, the CHARMM program20 

implements an efficient shifted force potential (Eq. 1.2.1),21 where RC is the cutoff 

distance, rij is the distance between particles, and qi and qj are the fixed atomic charges. 

Recent protein folding MD simulations over long time scales, e.g., up to 125 µs, have 

shown the CHARMM-SF method to be reasonably effective at treating long-range 

electrostatics interactions at cutoffs greater than 9 Å.22  

 

 𝑉!"#$%!" 𝑟!" =
𝑞!𝑞!
𝑟!"

1 −
𝑟!"
𝑅!

! !

, 𝑟!" ≤ 𝑅!   

0,                                                                               𝑟!" > 𝑅!
 (1.2.1)  

Of particular interest is the application of pairwise electrostatic interaction 

methods to the simulation of room temperature ionic liquids. Ionic liquids are a unique 

class of solvents, defined as a material containing only ionic species. They can be fluid at 

temperatures as low as 204 K, have low viscosities and vapor pressures, excellent thermal 

and chemical stabilities, are recyclable, and tolerate impurities such as water.23,24 Ion 

components can be fine-tuned through different functional groups to enhance the degree 

of localized structuring in the liquid phase, which distinguishes ionic liquids from 

molecular solvents and solutions containing dissociated ions. Consequently, a large 

amount of computer time is required for the convergence of solvent properties due to the 

extensive sampling required and the costly evaluation of Ewald summations. Some 

pairwise electrostatic alternatives to Ewald have been applied to individual room 

temperature ionic liquid simulations. For example, Shi and Maginn employed the damped 

shifted force (DSF) method of Fennell and Gezelter25 on the ionic liquid 1-n-hexyl-3-
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methylimidazolium bis(trifluoromethylsulfonyl)imide [HMIM][Tf2N] with good 

reproducibility of the Ewald electrostatics by using a cutoff value of 12 Å and adjusting 

the damping parameter to 0.2022 Å-1.26 Subsequent ionic liquid studies have 

implemented the Wolf et al. method27 or used Shi and Maginn’s recommendation for a 

small number of imidazolium-based ionic liquids.28–31  

In this thesis, 59 unique ionic liquid combinations of 1-alkyl-3-

methylimidazolium [RMIM], where R = M (methyl), E (ethyl), B (butyl), H (hexyl), and 

O (octyl), and N-alkylpyridinium [RPyr] cations (Scheme 1), along with Cl-, PF6
-, BF4

-, 

NO3
-, AlCl4

-, Al2Cl7
-, and TfO- anions have been tested at 25 °C using the shifted 

potential (SP) and damped shifted potential (DSP) methods of Wolf et al.,27 the shifted 

force (SF) method of Levitt et al.,32 the DSF method of Fennell and Gezelter,25 the shifted 

force gradient (SFG) method of Kale and Herzfeld,33 the damped Columbic potential 

(DC) method of Zahn et al.,34 the CHARMM-SF method,21 and our proposed shifted 

force 3rd derivative (SF3) method. The full Ewald sums energies are used as the 

benchmark to gauge the accuracy of each method. Multiple cutoffs, i.e., 9, 12, and 15 Å, 

and damping values (α = 0.1, 0.2, and 0.3 Å-1) were examined resulting in over 5000 

molten salt/pairwise interaction combinations tested. This extensive study provides 

evidence that simple pairwise electrostatic interaction alternatives to Ewald for 

computing electrostatics can be an efficient and accurate method for use in the simulation 

of room temperature ionic liquids. Specific recommendations are given based on the 

findings. 
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Figure 1.2   Ionic liquid forming cations. R = M (methyl), E (ethyl), B 

(butyl), H (hexyl), and O (octyl). 

 

1.3  Free Energy Differences of Protomers in Solution 

Isomers are compounds that possess the same simple chemical formula but vary in their 

molecular makeup.  Two types of isomers are constitutional isomers and stereoisomers.  

Constitutional isomers possess different atom connectivities, such as ethanol, 

CH3CH2OH, and dimethyl ether, CH3OCH3, shown in figure 1.3.  Stereoisomers, on the 

other hand, share the same atomic connectivities but oriented differently in space.   

 

 

Figure 1.3  Illustration of constitutional isomers ethanol and dimethyl 

ether. 

Isomerization is the process by which one isomer converts into another.  This is of great 

importance to chemists because isomers do not have the same chemical properties.  A 

particularly important type isomerization is that of tautomerization, in which the two 

forms of the isomer are in rapid equilibrium with one another.  Tautomers establish an 
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equilibrium constant 𝐾!, which is proportional to their energy difference Δ𝐺, according 

to the equation 1.3.1, 

 
  𝐾! =

𝑖𝑠𝑜𝑚𝑒𝑟  𝐴
𝑖𝑠𝑜𝑚𝑒𝑟  𝐵 = 𝑒

!!!
!"  

(1.3.1) 

where [ ] represents the concentration of the isomer, e is a constant of value 

approximately 2.718, R is the gas constant 1.987×10!! kcal·K-1·mol-1, and T is the 

absolute temperature.  The tautomer that possesses the least free energy will be the 

dominant form.   

The particular type of tautomerization explored in this thesis is protomerization, in which 

a proton is changing bond connectivity. Keto-enol tautomerization is illustrated in figure 

1.4.   

 

Figure 1.4  Keto-enol tautomerization illustrating the differing hydrogen 

connectivity. 

 

The keto form typically dominates due to its greater bond enthalpy.  All other factors 

being equal, the difference between the keto and the enol are three bonds: the keto 

possesses a C-H, a C-C, and a C=O bond; the enol, a O-H, a C=C, and a C-O bond.  An 

analysis of the different average bond enthalpies for these bonds, given in kcal·mol-1, is 

displayed in the table 1.1. On average, the keto form is more stable by approximately 12 
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kcal·mol-1.  However, there are cases where the enol is present to a significant degree and 

may even predominate.   

 

Table 1.1 Average bond enthalpies (kcal·mol-1) for bonds distinguishing 

keto and enol tautomers. 

Keto Form Enol Form 

C-H 96  –   99 O-H 110  –   111 

C-C 83  –   85 C=C 146  –   151 

C=O 173  –   181 C-O 85  –   91 

Sum 𝟑𝟓𝟐  –   𝟑𝟔𝟓  𝟑𝟒𝟏  –   𝟑𝟓𝟑 

 

For phenol, tautomerization from the enol leads to loss of aromaticity.  The 𝐾! for this 

compound is 4×10!", signifying practical exclusivity of the enol form.  

 

 

Figure 1.5  Phenol keto-enol tautomerization. The keto form loses 

aromaticity (colored blue), a highly stabilizing factor.  

 

Other cases include molecules with steric hindrance at the α-carbon.  The α-

carbon is tetrahedral in the keto form, placing substituents approximately 109.5° apart, 

while the enol α-carbon is trigonal planar, with substituents approximately 120° apart.  
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Bulky substituents shift the equilibrium to the planar, sterically relaxed configuration of 

the enol form.  β-diketones, in which the enol  possesses a conjugated π-system and 

intramolecular hydrogen bond, also possess significant concentrations of the enol form.  

The phenomenon is observed for acetylacetone, shown in figure 1.6. 

 

Figure 1.6  Tautomerization of the β-diketone acetylacetone. The α-

carbon and conjugated π-system is colored red and blue, respectively.  The 

hydrogen bond is indicated with a dashed line. 

 

By equation 1.3.1, free energy differences dictate 𝐾!. In the isothermal-isobaric 

ensemble, free energy difference is calculated by  

 

   Δ𝐺 =   Δ𝐻 − 𝑇Δ𝑆 (1.3.2) 

where 𝐺 is the Gibb’s free energy,  𝐻  is the enthalpy, 𝑇 is the absolute temperature, and 𝑆 

is the entropy of the isomer.  As indicated by equation 1.3.2, temperature affects 𝐾! via 

the change in the entropy term.  In the case of acetylacetone, figure 1.6, the gas phase 

enol content is 95 percent at  22°C  (295K) but only 44 percent at 275°C (548K), marking 

a shift back to the predominance of the keto form.35 Additionally, the presence of solvent 

may dramatically affect 𝐾!.  The gas phase free energy of tautomerization Δ𝐺!"#! for the 

acetylacetone is −2.2  kcal·mol-1, favoring the enol form.36  In aqueous solution, however, 

Δ𝐺!"#! changes to 1.11 kcal·mol-1, favoring the keto form.37  In water, the intermolecular 
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hydrogen bonding between the two carbonyl groups and multiple hydrogen bonding 

donors of the solvent stabilizes the keto form more than the conjugated 𝜋-system and 

intramolecular hydrogen bonding of the enol form. 

It is desirable to determine quickly which protomer is favored in order to perform 

a synthesis with desired selectivity or designing a biologically active molecule. 

Protomerization may also occur traversing a cell membrane, affecting the reactivity of 

pharmaceuticals.  Chemical calculations have the potential of determining the 

predominant form, yet prediction of solution phase protomeric equilibrium constants 

remains a challenge to computational chemistry.38–41  The focus of this investigation is to 

find the most accurate computational model for calculating Δ𝐺!"#! for various 

protomerizations in several solvents. Our strategy is to find the most accurate model for 

the calculation of gas phase Δ𝐺!"#! compared to experimental data.  Then, the best model 

is used in conjunction with several implicit solvation models and solvent cavity sizes to 

benchmark the calculated solution phase Δ𝐺!"#! to experimental data.    
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Chapter 2 Methods 

Computational chemistry is a collection of methods that use physics and 

mathematics to simulate molecular structures, reactions, and environments in order to 

predict and interpret chemical information.  When simulating molecular systems, two 

broad methods used are classical mechanics (or molecular mechanics), and quantum 

mechanics, referred to as ab initio methods.  Statistical thermodynamics provides the 

necessary means to bridge the results of these two methods with thermodynamic physical 

observables.  

2.1 ab initio Quantum Chemistry 

2.1.1 The Schrödinger Equation 

The rigorous mathematical description of atoms and molecules requires the use of 

the Schrödinger equation.  The time dependent form must be used when external 

potentials change with time (equation 2.1.1).   

 𝐻𝛹(𝑥, 𝑡) = −
ħ
𝑖
𝜕𝛹(𝑥, 𝑡)
𝜕𝑡  (2.1.1)  

𝛹(𝑥, 𝑡) is the wavefunction of the system and characterizes the position and 

momenta of the particles within the system, 𝑥 is the spatial coordinate, 𝑡 is the time 

coordinate, i is the square root of negative one, and ħ is Planck’s constant divided by 2π.1  

While 𝛹(𝑥, 𝑡) arguably has no physical significance, the absolute value of its square 

gives the probability P at time t of finding the particle in question in the region of space 

between 𝑥 and 𝑥 + 𝑑𝑥, as illustrated in equation 2.1.2.                 
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 𝑃 = 𝛹 𝑥, 𝑡 !𝑑𝑥 (2.1.2)  

𝐻 is the Hamiltonian operator and represents the forces associated the system.  It 

comprises a sum of the kinetic energy operator 𝑇 and potential energy operator 𝑉.   

 𝐻 =   𝑇 +   𝑉 (2.1.3)  

The kinetic energy operator 𝑇 is summed over all of the N nuclei and M electrons 

for the system.  𝑇 is separated into a nuclear kinetic operator 𝑇! , equation 2.1.4, and an 

electronic kinetic operator  𝑇! , equation 2.1.5, the mathematical forms of which are 

 𝑇! =    −
ħ!

2𝑚!

𝜕!

𝜕𝑥!
!

!

!!!

 (2.1.4)  

 𝑇! =      −
ħ!

2𝑚!

𝜕!

𝜕𝑥!
!

!

!!!

 (2.1.5)  

where m is the mass of the individual nuclei or electron, upper cased indices refer to 

individual nuclei, and lower cased indices refer to individual electrons. 

The potential energy operator 𝑉 of equation 2.1.3 is a pair-wise summation over 

all of the electrons and nuclei found in the system and corresponds to the electrostatic 

interactions between these particles.  𝑉 includes separate types of interactions, as shown 

in equation 2.1.6: nucleus-nucleus, 𝑉!!, nucleus-electron, 𝑉!", and electron-electron, 𝑉!!, 

shown in equations 2.1.7, 2.1.8, and 2.1.9, respectively. 

 𝑉 =   𝑉!! +   𝑉!" +   𝑉!! (2.1.6)  

 

The mathematical forms of these operators for a system of N number of nuclei 

and M number of electrons are 
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 𝑉!! =   
𝑒!𝑍!𝑍!
4𝜋𝜀!𝑟!"

!

!!!

!

!!!

 (2.1.7)  

 𝑉!" =   −
𝑒!𝑍!

4𝜋𝜀!𝑟!"

!

!!!

!

!!!

 (2.1.8)  

 𝑉!! =   
𝑒!

4𝜋𝜀!𝑟!"

!

!!!

!

!!!

 (2.1.9)  

 

where upper cased indices indicate individual nuclei, lower cased indices indicate 

individual electrons, e is the electrical charge associated with an electron, Z is the 

electrical charge of the nuclei, 𝜀!  is the permittivity of free space, and r is the radius 

between the two particles in question.  The potential energy operator would also include 

any potential external to the system, such as the potential created by solvent.   

Typically, in dealing with the above equations, atomic units are used such that the 

unit of charge is the absolute value of charge of the electron, the unit of mass is the mass 

of the electron, the unit of length is 1 Bohr (the radius of the 1s orbital of hydrogen), and 

the unit of energy is the Hartree.2  This simplifies the equations to become e.g. equation 

2.1.10.  

 𝑉!! =   
1
𝑟!"

!

!!!

!

!!!

 (2.1.10)  

 

2.1.2  The Time-Independent Schrödinger Equation 

When the potential external to the system does not change with time, the 

wavefunction is separable into a spatial function and a time function. (Equation 2.1.11)     
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 𝛹 𝑥, 𝑡 =   𝜓 𝑥 𝜙(𝑡) (2.1.11)  

The Schrödinger equation is algebraically manipulated to gather all time-

dependent terms on one side of the equation and all position-dependent terms on the other 

side of the equation. (Equations 2.1.12-2.1.15)  

 𝐻𝛹(𝑥, 𝑡) = −
ħ
𝑖
𝜕𝛹(𝑥, 𝑡)
𝜕𝑡  (2.1.12)  

 𝐻𝜓 𝑥 𝜙(𝑡) = −
ħ
𝑖
𝜕𝜓 𝑥 𝜙(𝑡)

𝜕𝑡  (2.1.13)  

 𝜙 𝑡 𝐻𝜓 𝑥 = −
ħ
𝑖
𝜕𝜙 𝑡
𝜕𝑡 𝜓 𝑥  (2.1.14)  

 
𝐻𝜓 𝑥
𝜓 𝑥 = −

ħ
𝑖
𝜕𝜙 𝑡
𝜕𝑡

1
𝜙 𝑡  (2.1.15)  

The left hand side of the of equation 2.1.15 is independent of the time coordinate 

while the right hand side of the equation is independent of the spatial coordinate.  

Therefore, the overall equation is independent of both the time coordinate and the spatial 

coordinate and hence is constant.  This constant is postulated to be the energy E of the 

system.1  Setting the left hand side of the equation to E, yields 

 
𝐻𝜓 𝑥
𝜓 𝑥 = 𝐸 (2.1.16)  

 𝐻𝜓 𝑥 = 𝐸𝜓 𝑥  (2.1.17)  

Equation 2.1.17 is the time-independent Schrödinger equation and characterizes 

stationary states of the wavefunction, in which the total energy remains constant.  

Formally, the definition of a stationary state is one wherein the energy of the system is an 

eigenvalue of the Hamiltonian.2  All ab initio simulations conducted in this research use 

this time-independent form of the Schrödinger equation to calculate the molecular 

energy.   
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Algebraic manipulation of the Schrödinger equation isolates the energy term, viz. 

pre-multiplication of equation 2.1.17 by 𝜓∗, the complex conjugate of 𝜓, and then 

integrating over all space. 

 𝜓∗ 𝑥 𝐻𝜓 𝑥
!

!!

𝑑𝑥 = 𝜓∗ 𝑥 𝐸𝜓 𝑥 𝑑𝑥
!

!!

 (2.1.18)  

The energy E is constant and thus removed from the integral on the right hand side. 

 𝜓∗ 𝑥 𝐻𝜓 𝑥
!

!!

𝑑𝑥 = 𝐸 𝜓∗ 𝑥 𝜓 𝑥 𝑑𝑥
!

!!

 (2.1.19)  

Isolating E yields the formula for calculating the energy of the system. (Equation 2.1.20) 

 𝐸 =
𝜓∗ 𝑥 𝐻𝜓 𝑥!

!! 𝑑𝑥

𝜓∗ 𝑥 𝜓 𝑥 𝑑𝑥!
!!

 (2.1.20)  

Additionally, the wavefunction is normalized, setting the denominator equal to one. 

(Equation 2.1.21) 

 𝜓∗ 𝑥 𝜓 𝑥 𝑑𝑥
!

!!

= 1 (2.1.21)  

Therefore, the energy is solved from a simplified form. (Equation 2.1.22) 

 𝐸 =    𝜓∗ 𝑥 𝐻𝜓 𝑥
!

!!

𝑑𝑥 (2.1.22)  

Or, represented in the more compact bra-ket Dirac notion 

 𝐸 =    𝜓 𝑥 𝐻 𝜓 𝑥  (2.1.23)  

It is not possible, however, to solve the Schrödinger equation for a system of three 

or more bodies.  Many strategies for approximating this intractable problem exist. 

Specific sets of approximations are referred to as a theoretical model or level of theory.  
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2.1.3  The Variational Principle 

The variation principle states that the energy of an approximate wavefunction 

𝜓!""#$% will always be greater than the energy of the true wavefunction  𝜓!"#$%.   

 𝜓!""#$% 𝐻 𝜓!""#$% = 𝐸!""#$% ≥ 𝐸!"#$% (2.1.24)  

Therefore, the wavefunction that gives a lower expectation value of the energy is 

a better approximation of the true wavefunction.  Over the course of a calculation, the 

wavefunction is varied systematically until the lowest energy wavefunction is found. 

2.1.4  The Born-Oppenheimer Approximation 

Because the mass of a proton is approximately eighteen hundred times the mass 

of an electron, the nuclei are relatively stationary compared to the electrons. Hence, the 

electrons equilibrate instantaneously to any movement of the nuclei.  This approximation 

simplifies the Schrödinger equation to reflect stationary nuclei and dynamic electrons.  

The full wavefunction 𝜓 is separated into a nuclear wavefunction 𝜓! and an electronic 

wavefunction  𝜓!. (Equation 2.1.25) 

 𝜓 = 𝜓!𝜓! (2.1.25)  

Fixed nuclei have zero kinetic energy and constant nuclear-nuclear potential 

energy.  The resultant Hamiltonian is referred to as the electronic Hamiltonian 𝐻!. 

(Equation 2.1.26) 

   𝐻! =   𝑇! +   𝑉!" +   𝑉!!    (2.1.26)  

The electronic Schrödinger equation thus becomes 

 𝐻!𝜓! = 𝐸!𝜓! (2.1.27)  

where the eigenvalue 𝐸! is the electronic energy of the molecule to which may be added 

the energy of the electrostatic repulsion between the nuclei (equation 2.1.7).  
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Optimization of the nuclear coordinates requires successive energy calculations until a 

lowest energy nuclear geometry is found.    

2.1.5  Finding the Electronic Wavefunction 

The electronic wavefunction is approximated by means of molecular orbitals, 

which are described not only in terms of the space they occupy, but also in terms of the 

spin which its occupying electron possesses, either spin up 𝛼 or spin down 𝛽.  These are 

referred to as spin orbitals.  For example, ground-state molecular hydrogen possesses two 

electrons 1 and 2 occupying two spin orbitals 𝜓! and 𝜓! which both in turn occupy the 

same spatial orbital 𝜓!, such that they may be represented as 

 𝜓! = 𝜓! 1 𝛼 1  (2.1.28)  

 𝜓! = 𝜓! 2 𝛽(2) (2.1.29)  

2.1.5.1 Open and Closed Shell Systems 

A system that possesses electrons paired into spatial orbitals is a closed or 

restricted shell system.  Being fermions, electrons in the same spatial orbital must have 

opposite spin.  The closed shell form allows the determination of the wavefunction as the 

variationally optimized spatial aspect of the spin orbitals. 

Alternatively, open shell systems possess spatially unpaired electrons.  

Calculations on these systems are called unrestricted and each spin orbital must be 

variationally optimized. 
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Figure 2.1  Illustration of the separation of spatial orbitals into separate 𝜶 

and 𝜷 spin orbitals for open shell systems. 

 

Another method of calculating open shell systems is to divide the molecular 

orbitals into doubly-occupied and singly-occupied orbitals, which are then treated in a 

closed shell and open shell fashion, respectively. 

2.1.5.2  The Hartree Product and Slater Determinants 

A first approximation to the relationship between the wavefunctions of the 

molecular orbitals and the total wavefunction is the Hartree product, in which the total 

electronic wavefunction Ψ is the product of the individual orbital wavefunctions 𝜓!.  For 

a molecule of M electrons,  

 Ψ =   𝜓!𝜓!𝜓!…𝜓! (2.1.30)  

For molecular hydrogen, the Hartree product would be  

 Ψ =   𝜓! 1 𝛼 1 𝜓! 2 𝛽(2) (2.1.31)  

The Hartree product indicates that the total electronic energy of the molecule is 

the sum of the energies of the individual one-electron spin orbitals and that the electrons 

𝜓!	
  

𝜓!	
  

𝜓!	
  

𝜓!	
  

𝛼 𝛽 

Restricted Unrestricted 
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do not interact with one another.  However, the motions of the electrons correlate, 

minimizing their electrostatic repulsions from one another.  Therefore, the more electrons 

in a given molecule, the more the Hartree product will fail to produce an accurate energy.  

Additionally, this simple summation of orbital energies double-counts the electron 

repulsion. The Hartree product also violates the Pauli antisymmetry principle: if two 

electrons exchange position, the new wavefunction must have the opposite sign of the 

former wavefunction.2  If 𝑃!,! is an operator that exchanges the positions of two 

electrons, then 

 𝑃!,!  Ψ =   −Ψ (2.1.32)  

The solution is to construct the total electronic wavefunction as a Slater 

determinant comprising the molecular orbitals representative of the electronic 

configuration.  Thus, for the ground state of molecular hydrogen, the Slater determinant 

would be 

 Ψ =
1
𝑁!

𝜓! 1 𝛼 1 𝜓! 1 𝛽 1
𝜓! 2 𝛼 2 𝜓! 2 𝛽 2  (2.1.33)  

which expands to  

 Ψ =   
1
𝑁!

𝜓! 1 𝛼 1 𝜓! 2 𝛽 2 −   𝜓! 1 𝛽 1 𝜓! 2 𝛼 2  (2.1.34)  

where  !
!!

 is the normalization factor and N is the number of electrons.  This form of the 

electronic wavefunction meets the antisymmetry requirement of Pauli’s principle.2  

Additionally, the full electronic wavefunction is better approximated through a 

linear combination of Slater determinants.  A single determinant confines the electrons to 

the forms of the molecular orbital wavefunctions used in the determinant.  Using multiple 

determinants allows the electrons extra spatial degrees of freedom and, therefore, allows 
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them to correlate their motion.  If an infinite number of Slater determinants are used, with 

an infinite basis set (vide infra), then the calculated wavefunction is the exact solution to 

the Schrödinger equation.     

2.1.5.3  Basis sets 

The molecular orbitals that comprise the Slater determinant are constructed as a 

linear combination of the atomic orbitals present within the atoms that make up the 

molecule.  For example, the doubly occupied spatial molecular orbital 𝜓!   of H2 is a linear 

combination of the two 1𝑠 atomic orbitals present upon each hydrogen atom, represented 

 𝜓! = 𝐴 1𝑠 + 1𝑠  (2.1.35)  

where A is a normalization factor.  For a general polyatomic, molecular orbitals are 

formulated as  

 𝜓! = 𝐴 𝑐!"𝜙!

!

!!!

 (2.1.36)  

 

where i is the molecular orbital being constructed, the subscript v represents an individual 

atomic orbital, K is the total number of atomic orbitals, c is the coefficient for the 

individual atomic orbital and represents its contribution to the molecular orbital, and 𝜙 is 

the atomic orbital wavefunction.  This approach is referred to as the linear combination of 

atomic orbital  molecular orbital, or LCAO-MO. 

The set of atomic orbital mathematical functions used for the construction of the 

molecular orbitals constitute a basis set.  There are generally three types of basis sets. 

Valence basis sets use only the valence atomic orbitals to construct molecular orbitals. 

Minimal basis sets included core and valence electrons, but utilize only the minimum 
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number of atomic orbitals to represent the valence shells.  Minimal basis sets also express 

the atomic orbital as a single mathematical function, the relevance of which is discussed 

below. If a basis set uses more than the minimal set and expresses them with more than 

one mathematical function, it is referred to as an extended basis set.  

The atomic orbitals themselves are wavefunctions which consist of a radial 

function R(r) and an angular function  𝛾 𝜔,𝜌 . 

 𝜙! = 𝑅!" 𝑟 𝛾!" 𝜔,𝜌  (2.1.37)  

where n represents the principal quantum number, or the atomic shell, l the azimuthal 

quantum number, or the atomic subshell commonly referred to as s, p, d, etc., m  the 

magnetic quantum number, or the spatial orientation of the subshell such as px, dz
2, etc, 

and r, 𝜔,𝜌 are spherical polar coordinates.3 

For atomic hydrogen, the radial function is a decaying exponential multiplied by a 

polynomial L(ρ).   

 𝑅!" 𝑟 =   −
2𝑍
𝑛𝑎!

! 𝑛 − 𝑙 − 1 !
2𝑛 𝑛 + 1 ! !

!
!
ℯ!

!
!𝜌!𝐿!!!!!!! 𝜌  (2.1.38)  

where Z is the nuclear charge, 𝑎!is the Bohr radius, and 𝜌 = !!"
!!!

.  The bracketed term is 

the normalization factor.  For polyelectronic atoms, the radial function is the solution for 

the hydrogen atom if the orbital exponent is adjusted to reflect the effective nuclear 

charge.    

However, the hydrogenic function is too mathematically complex for molecular 

orbital calculations.  Slater suggested as simpler radial function for the orbitals.4 

 𝑅!" 𝑟 = 2𝜁 !!! ! 2𝑛 ! !! !𝑟!!!𝑒!!" (2.1.39)  
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where 𝜁 represents the effective nuclear charge associated with the atomic orbital.  While 

these Slater-type orbitals (STO) most accurately represent the shape of atomic orbitals, 

the 𝑒!!" term is difficult to solve in ab initio calculations that involve three- and four-

center integrals.5 An alternative is to use Gaussian-type orbitals (GTO) which exchange 

the 𝑒!!" term to an analytically integrable  𝑒!!!!, where 𝛼 determines the width of the 

Gaussian curve. The full form of the radial portion of the GTO is 

 𝑅!" 𝑟 =
2!!!! !

2𝑛 − 1 ! 𝜋

! !

𝛼(!!!!) !𝑟!!!𝑒!!!! (2.1.40)  

where n and 𝛼 are terms which are optimized to produce the desired shape and energy of 

the wavefunction.6 

 

 

Figure 2.2  Illustration of the hydrogen 1s atomic orbital expressed as a 

STO and a variationally optimized single GTO. 
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The change in the form of the exponential in going from STO’s to GTO’s has two 

effects which can be seen in figure 2.2, in which the hydrogen 1s orbital is plotted as an 

exact STO  

 𝜙!"# =
1
𝜋
𝑒!! (2.1.41)  

and the best single variationally optimized GTO  

 𝜙!"# =
9𝜋!

16

!
!
𝑒
!!
!!!

!
 (2.1.42)  

The first effect is that, at   𝑟 = 0, the STO has the shape of a cusp while the GTO has zero 

slope.  The second is that the GTO decays more rapidly at larger values of 𝑟.  In terms of 

its effects upon the representation of the atomic orbital, the GTO poorly represents the 

gradient of the electron density at the nucleus and underestimates electron density both at 

the nucleus and at larger distances from the nucleus.  Fortunately, Gaussian 

wavefunctions may be summed to better resemble a Slater wavefunction. 

The number and types of Gaussians used to create the atomic wavefunctions 

define a basis set.  An example of a minimal basis set is STO-3G, in which three GTOs 

are used to mimic a single STO corresponding to a particular atomic wavefunction 𝜙! 

 𝜙! =   𝑎!𝐺! +   𝑎!𝐺! +   𝑎!𝐺! (2.1.43)  

where ai is a constant optimized to fit variational ab initio calculations.  The G’s are 

primitive Gaussians while their sum, 𝜙! in the case of equation 2.1.43, is a contracted 

Gaussian.  

Extended basis sets may use more than one contracted Gaussian to represent an 

atomic orbital.  For example, split valence basis sets will use two or more contracted 

Gaussians to represent the valence atomic orbitals of an atom.  Such would be the 3-21G 
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basis set which uses a single contracted function comprised of three primitives for core 

orbitals (equation 2.1.44) and two contracted functions for the valence orbitals (equations 

2.1.45 – 2.1.47), referred to as a double-zeta basis set.   

 𝜙!"#$ =   𝑎!𝐺! +   𝑎!𝐺! +   𝑎!𝐺! (2.1.44)  

 𝜙!"#$%&$ = 𝑐!𝜑! +   𝑐!𝜑! (2.1.45)  

 𝜑! = 𝑎!𝐺! +   𝑎!𝐺! (2.1.46)  

 𝜑! = 𝑎!𝐺! (2.1.47)  

 

The valence atomic orbitals contain any number of contracted functions: two for a 

double-zeta, three for a triple-zeta, four for a quadruple-zeta, etc.  Adjusting the 

coefficient for a particular primitive function adds flexibility to the basis set and results in 

a better approximation of an atomic function. 

A basis set may also have more atomic orbitals than the minimum number 

required for all of its electrons.  For example, hydrogen may have p-orbitals added to it, 

while carbon may have d-orbitals. This has the effect of polarizing the existing atomic 

orbitals, introducing asymmetry into them and better representing the anisotropy that 

exists in the electron distribution between atoms.  These additional atomic wavefunctions 

are polarization functions and are necessary in energy calculations of molecules with 

three-center two-electron bonds, such as diborane, or molecules with high bond angle 

strain, such as cyclopropane.   

Because GTO’s underestimate electron density far from the nucleus, it is 

necessary to include a more spatially diffuse function into the Gaussian summation in 

order to represent larger atomic orbitals.  This more accurately represents species such as 
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anions, as well as those possessing lone-pairs of electrons, and molecules in highly 

excited electronic states.   

However, a basis set is not only the number of atomic orbitals used to represent 

molecular orbitals and the number and types of basis functions used to represent those 

atomic orbitals.   A basis set also specifies the particular values of the n and α terms used 

in the Gaussian functions (equation 2.1.39).  

Dunning introduced a class of basis sets for which the coefficients and exponents 

of the functions have been parameterized using levels of theory which account for 

electron correlation, referred to as  correlation consistent basis sets.7  Polarization 

functions of higher angular momentum are added in a systematic manner such that each 

subsequent set of functions added recover a certain amount of correlation energy.  Using 

these basis sets allows for an accurate extrapolation to the complete basis set.   

2.1.5.4  The Hartree-Fock approximation 

The Hartree-Fock approximation represents an all-electron approximation to 

solving the Schrödinger equation.  The wavefunction is represented as a single Slater 

determinant of spin orbitals that is variationally optimized. The electronic Hamiltonian 

operator is a sum of one-electron and two-electron operators. 

 𝐻!!"# = ℋ!"#$

!

!!!

+
1
𝑟!"

!

!!!

!

!!!

 (2.1.48)  

In equation 2.1.48, ℋ!"#$ represents the core one-electron Hamiltonian 

corresponding to the kinetic energy of electron a and its electrostatic attraction to the N 

nuclei within the system. (Equation 2.1.49) 
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 ℋ!"#$ =   −
1
2
𝜕!

𝜕𝑥!
!
𝜕!

𝜕𝑦!
!
𝜕!

𝜕𝑧!
! −

𝑍!
𝑟!"

!

!!!

 (2.1.49)  

The full derivation of the Hartree-Fock equations are not presented here, yet a 

brief discussion of the results is important for understanding not only Hartree-Fock but 

also the post-Hartree-Fock, density functional theory, and semi-empirical quantum 

mechanical methods that are discussed below.  

First, the variational principle is invoked such that the derivative of the energy 

with respect to the nuclear coordinates, 𝜕𝐸, must be zero.  Second, constraining 

Lagrangian multipliers are imposed such that the molecular orbitals comprising the Slater 

determinant must remain orthonormal, expressed in terms of an overlap integral S.  

 𝑆!" = 𝜓! 𝜓! =   1,      𝑖 = 𝑗
0,      𝑖 ≠ 𝑗   =   𝛿!" (2.1.50)  

where 𝛿!" is the Kronecker delta. The resulting integro-differential equation is more 

easily illustrated with the introduction of the Coulomb (equation 2.1.51) and exchange 

(equation 2.1.52) operators, 𝒥 and 𝒦, respectively.3 

 𝒥!(1) = 𝜓!(2)
1
𝑟!"

𝜓!(2)  (2.1.51)  

 𝒦!(1)𝜙!(1) = 𝜓! 2
1
𝑟!"

𝜙! 2 𝜓!(1) (2.1.52)  

The exchange operator 𝒦! must be defined in terms of its effect upon 𝜙! because it 

exchanges the location of electrons 1 and 2.   

The Hartree-Fock equation for one electron thus becomes  

 ℋ!"#$ 1 + 𝒥! 1 −𝒦! 1
!

!!!

𝜓! 1 = 𝜀!"𝜓!(1)
!

!!!

 (2.1.53)  
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The term in brackets in equation 2.1.53 is the Fock operator, denoted  𝑓 .  Equation 

2.1.53, however, is not an eigenvalue equation; the Fock operator operating upon orbital 

𝜓! does not yield the energy of the orbital multiplied by the orbital.  This reflects the fact 

that the solutions to the Hartree-Fock equations are not unique.  Equation 2.1.53 results 

from imposition of Lagrange multipliers; one may be canonical from of the Hartree Fock 

equations by requiring the  𝜖 matrix to be diagonal.  In the canonical form of the Hartree-

Fock equation, a pseudo-eigenvalue equation yields the energy of the orbital 𝜀! and the 

canonical orbital 𝜓!. (Equation 2.1.54) 

 𝑓!𝜓! = 𝜀!𝜓! (2.1.54)  

Because the energy of each spin-orbital depends upon every other spin-orbital in 

the system and because each electron interacts with all other electrons only in a mean-

field, non-dynamical fashion, the spin-orbitals must already be solved before the energy 

of any particular spin-orbital can be found.  This is remedied by guessing the spin-

orbitals and then systematically adjusting them until the energy reaches a minimum 

value, referred to as the self-consistent field method.  The variational principle assures 

that the wavefunction that gives the lowest energy is the best representation of the 

wavefunction.  The lowest energy achievable by Hartree-Fock is referred to as the 

Hartree-Fock limit and is attained by employing an infinite basis set.  To move beyond 

this limit, approaches incorporating electron correlation must be used.  It is worth noting, 

though, that Hartree-Fock lies at the foundation of all of these approximations.   

2.1.5.5  The Roothaan-Hall equations 

The derivation of the Hartree-Fock equations for closed shell systems in a fixed 

basis set were first independently proposed by Roothaan and Hall.  Instead of the integro-
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differential form of equation 2.1.53, Roothaan and Hall formulated the equations into 

matrix form.  Briefly, substituting the LCAO-MO expansion of equation 2.1.36 into 

equation 2.1.54, yields equation 2.1.55.   

 𝑓!(1) 𝑐!"𝜙!(1)
!

!!!

= 𝜀! 𝑐!"𝜙!(1)
!

!!!

 (2.1.55)  

Pre-multiplication of a second basis function 𝜙! and integration yields the matrix 

equation 2.1.56. 

 𝑐!" 𝜙!(1) 𝑓!(1) 𝜙!(1)
!

!!!

= 𝜀! 𝑐!" 𝜙!(1) 𝜙!(1)
!

!!!

 (2.1.56)  

While molecular orbitals within Hartree-Fock are constrained to be orthonormal, 

the basis functions are not; 𝜙!(1) 𝜙!(1)  does not have to yield the Kronecker delta.  

As in the case for molecular orbitals, this integral is termed the overlap integral 𝑆!".   

Each term in equation 2.1.56 corresponds to an element in its corresponding 

matrix in equation 2.1.57, e.g. 𝑓! is an element of the 𝔽 matrix,  𝑐!" of  ℂ, 𝑆!" of 𝕊, and 𝜀! 

of 𝔼.   

 𝔽ℂ = 𝕊ℂ𝔼   (2.1.57)  

For a closed shell system, the 𝜇𝜈!! element of 𝔽 has the form 

   𝐹!" = 𝜇 ℋ!"#$ 𝜈 + 𝑃!"

! !

!,!!!

𝜇𝜈 𝜆𝜎 −
1
2 𝜇𝜆 𝜈𝜎  (2.1.58)  

where the bond order (or charge density) matrix 𝑃!" (equation 2.1.59) arises from the 

LCAO-MO expansion of the molecular orbitals, which are assumed to be real, within the 

Coulomb and exchange operators, wherein the molecular orbitals are assumed to be real. 
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 𝑃!" = 2 𝑐!"𝑐!"

! !

!!!

 (2.1.59)  

Note that equations 2.1.58-59 have used Greek minuscules for basis functions and has 

employed Mulliken notation, in which the basis functions associated with electron one 

and two are grouped on the left and right sides within the parentheses, respectively, for 

the two-electron integrals.   

The object then becomes to solve equation 2.1.57 and to diagonalize the 𝔼 matrix, 

whose eigenvalues will be the energies of the molecular orbitals.  Once the energy of 

every molecular orbital 𝜀! is known, the total electronic energy is found by summing the 

individual molecular orbital energies and then subtracting the Coulomb and exchange 

interactions from each pair to avoid double counting of these interactions.  For a closed 

shell molecule, the total electronic energy is 

 𝐸!"!# = 𝜀!

!

!!!

− (2𝒥!" −𝒦!")
! !

!!!

! !

!!!

 (2.1.60)  

where 

   𝒥!" = 𝜙!! 𝜙!!  (2.1.61)  

   𝐾!" = 𝜙!𝜙! 𝜙!𝜙!  (2.1.62)  

 

  Inclusion of the nuclear-nuclear repulsion energy (equation 2.1.7) to equation 

2.1.60 yields the total molecular energy.  For a geometry optimization, new nuclear 

coordinates are chosen and the Roothaan-Hall equations are resolved.  This is repeated 

until a minimum molecular energy is found, or, in the case of a geometry optimization to 

a transition structure, the second derivative of the energy with respect to the nuclear 
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coordinates is negative (corresponding to a repulsive force constant) in one dimension on 

the potential energy hypersurface and positive in all others.8    

2.1.5.6  Post-Hartree-Fock methods 

The deficiency of the Hartree-Fock method is the lack of instantaneous 

correlation of the movements of electrons, which lowers the total electron-electron 

potential energy.  Hence, the exact energy of the molecule will always be lower than that 

calculated by the Hartree-Fock method.    

 𝐸!"#$% = 𝐸!" +   𝐸!"##$%&'(") (2.1.63)  

Three methods that include electron correlation are: (1) configuration interaction 

(CI), which utilizes a linear combination of Slater determinants to represent the 

wavefunction, (2) many body perturbation theory, in which a perturbation operator is 

added to the Hartree-Fock Hamiltonian, and (3) the coupled-cluster (CC) method, 

wherein the full wavefunction is a product of the ground state SCF wavefunction and an 

operator 𝑒!. 

 In configuration interaction (CI), the exact wavefunction is a linear combination 

of determinantal wavefunctions, each of which corresponds to an electronic state of the 

molecule.  In this way, the ground electronic state is represented as a mixture of 

interacting electronic configurations.  (Equation 2.1.64) 

 𝛹!"#$% =    𝑐!𝛹! + 𝑐!𝛹! + 𝑐!𝛹! +⋯ (2.1.64)  

where 𝛹! is the ground electronic configuration of the Fock operator,  𝛹! the first 

electronic excited configuration, 𝛹! the second, etc., and the coefficients c represent the 
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contribution of that particular electronic configuration to the full description of the 

wavefunction and which are variationally optimized.   

In Møller-Plesset many body perturbation theory, the exact Hamiltonian is 

represented as combination of a zeroth order Hamiltonian 𝐻!, for which molecular 

orbitals are calculated, plus a parameterized perturbation operator 𝜆𝑃, where the 

parameter 𝜆 may vary from 0 to 1 (equation 2.1.65). The perturbation operator 

corresponds to the potential energy of electron correlation.   

 𝐻!"#$% = 𝐻! +   𝜆𝑃 (2.1.65)  

The exact wavefunction and energy are expressed as a power series of 𝜆. 

(Equations 2.1.66-67) 

 𝛹!"#$% =    𝑙𝑖𝑚!→!    

𝜆!𝛹 !

𝑖!

!

!!!

 

 

(2.1.66)  

 𝐸!"#$% =    𝑙𝑖𝑚!→!    

𝜆!𝐸 !

𝑖!

!

!!!

 

 

(2.1.67)  

The value of i determines the order of correction to the zeroth order term.  Due to 

the formalism of this method, electron correlation energy is not estimated until n=2, 

corresponding to second order Møller-Plesset perturbation theory (MP2).  The 

wavefunction and energy are thus expressed as a power series to the third term. 

(Equations 2.1.68-69) 

 Ψ!"! =   Ψ(!) + λΨ(!) +   λ!Ψ(!) (2.1.68)  

 𝐸!"! =   𝐸(!) + 𝜆𝐸(!) + 𝜆!𝐸(!) (2.1.69)  

Substitution of these terms into the Schrödinger equation yields equation 2.1.70. 

 𝐻!Ψ ! +   𝑃Ψ ! = 𝐸 ! Ψ ! + 𝐸 ! Ψ ! + 𝐸 ! Ψ !  (2.1.70)  
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Premultiplying by Ψ !  and integrating over all space yields the following forms for the 

energy. (Equations 2.1.71-73) 

 𝐸 ! = Ψ ! 𝐻! Ψ !  (2.1.71)  

 𝐸 ! =    Ψ ! 𝑃   Ψ !  (2.1.72)  

 𝐸 ! = Ψ ! 𝑃   Ψ !  (2.1.73)  

The sum of 𝐸 !  and 𝐸 !  is the Hartree-Fock energy.  𝐸 !  is the first 

approximation to the electron correlation energy, expanded to have the form of equation 

2.1.74. 

 𝐸 ! =
𝜙! 1 𝜙!(2)

1
𝑟!"

𝜙! 1 𝜙! 2 − 𝜙! 1 𝜙! 2

𝜀! + 𝜀! − 𝜀! − 𝜀!

!"#.

!!!

!"#.

!

!"".

!!!

!"".

!

 (2.1.74)  

where i and j are occupied spin orbitals, a and b are unoccupied virtual orbitals, and 𝜀 

represents the orbital energy.   

The central equation to CC theory is  

   Ψ = 𝑒!𝜓! (2.1.75)  

where Ψ is the exact ground-state wavefunction, 𝜓! is the ground state HF reference 

wavefunction.1 The operator 𝑒! is a Maclaurin series  

 𝑒! ≡
𝑇!

𝑖!

!

!!!

 (2.1.76)  

where 𝑖 is summed to the number of electrons of the system and 𝑇! is the particle 

excitation operator which excites electrons from a filled spin orbital to a virtual spin 

orbital.1,5,9   𝑇 in equation 2.1.75 is the cluster operator defined as 
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 𝑇 ≡ 𝑇!

!

!!!

 (2.1.77)  

where  𝑇! creates a linear combination of all possible determinants having 𝑗 excitations 

from the reference HF wavefunction.  In practice, the frozen core approximation is 

typically used such that only valence electron excitations are considered.  The subscript 𝑖 

determines the nomenclature associated with a particular level of CC, e.g. 𝑗 = 1 

corresponds to single excitations and is termed coupled-cluster singles (CCS), 𝑗 = 2 

corresponds to double excitations, termed coupled-cluster doubles (CCD), etc.  

Combinations of cluster operators yield such methods as CCSD, CCSDT, and so on.  The 

most popular and robust of these methods is CCSD(T), which includes single and double 

excitations and perturbative inclusion of triple excitations.10  Its accuracy has made it the 

so-called gold standard of ab initio quantum chemistry. 

2.2  Composite Thermochemical Model Chemistries 

Composite ab initio quantum methods aim for highly accurate stationary point 

energy determinations by combining a series of calculations of ever increasing levels of 

theory.5  The initial calculation is a geometry optimization and frequency calculation at a 

relatively low level of theory. A series of post-Hartree-Fock calculations is then used to 

recover the effects of basis-set incompleteness and electron correlation, with the 

assumption made that these two properties can be recovered in an additive fashion.  For 

example, the additivity assumption implies that a Hartree-Fock calculation with a 6-

311++G(d,p) basis set can be equivalently accomplished using equation 2.2.1. 
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 E[HF/6-311++G(d,p)  ≈ E[HF/6-31G] 

                                   + {E[HF/6-31G(d,p) – E[HF/6-31G]} 

                                   + {E[HF/6-311G] – E[HF/6-31G]} 

                                   + {E[HF/6-31++G] – E[HF/6-31G]} 

(2.2.1) + 

The second term of equation 2.2.1 corrects the lack of polarization functions in 

the 6-31G basis set, while the third and fourth terms correct for triple zeta basis effects 

and diffuse functions, respectively. This approach is more computationally efficient in 

that the left hand side of 2.2.1 requires 542 basis sets for C11H26NO2PS and, since 

Hartree-Fock calculations scales at most quartically with the number of basis sets, 

542! ≈ 7.54×10!" calculations. The right hand side of equation 2.2.1, on the other hand, 

requires 204! + 378! + 294! + 294! ≈ 3.71×10!" calculations, approximately two 

fifths the computational  cost.5   The Gn models, with the exception of G4, adopt this 

additivity assumption.11,12 The Complete Basis Set (CBS) models, however, do not. 

Instead, the Hartree-Fock limit is extrapolated using correlation consistent basis sets.13–15   

The recovery of electron correlation energy is performed through a succession of 

post HF methods that introduce higher order terms with every calculation.  Afterward, 

empirical energy corrections for spin-orbital coupling, radical species, and relativistic 

effects are made.  Composite thermochemical models achieve kilocalorie mean unsigned 

errors for heats of formation across a large test set of molecules at a much-reduced 

computational cost.  

2.3  Semiempirical Quantum Mechanics 

The large computational cost associated with quantum mechanical treatments of 

chemical systems within the LCAO-MO approximation is the calculation of the many 
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integrals within the Hartree-Fock equation.  Approximating or neglecting certain 

integrals would allow molecular orbital calculations to be less computationally 

expensive, making the evaluation of larger and larger systems feasible. This philosophy 

embodies semiempirical quantum mechanics.  Semiempirical theory also parameterizes 

integrals, which are fitted to either ab initio or to experimental values.  

Though this methodology has had several incarnations throughout the years, 

beginning with Huckel theory, which dealt only with conjugated π systems, the focus of 

this section will be on the neglect of diatomic differential overlap (NDDO) formalism.   

2.3.1 NDDO 

Perhaps the greatest departure from Hartree-Fock (HF) within semiempirical 

theory is the treatment of core electrons.  In it, the core electrons are implicit, which is 

chemically justifiable in that core electrons are virtually invariant to the chemical 

environment. The core electrons are subsumed into a kernel that also contains the 

nucleus, and the nuclear-nuclear electrostatic repulsions found in HF are replaced with 

core-core repulsion functions.  For valence electrons, NDDO uses a minimal basis set of 

STO’s . 

The term “differential overlap” concerns the overlap of basis functions that are 

located on different atomic centers.  Within NDDO, the overlap of basis functions is zero 

if they are centered on different atoms.  There are no two-electron three- or four-center 

terms within NDDO.  Hence, the overlap matrix 𝕊 is replaced with the identity matrix 𝕀 

and the Roothaan-Hall equations (equation 2.1.57) become 

 𝔽ℂ = 𝕀ℂ𝔼 (2.3.1)  

The two electron integrals 
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 𝜇𝜈 𝜆𝜎  (2.3.2)  

are retained only if the basis functions 𝜇𝜈 are centered on the same atomic center and if 

𝜆𝜎 are also located on the same atomic center, although 𝜆𝜎 may be located on an atom 

different than that of  𝜇𝜈.   

2.4 Density Functional Theory (DFT) 

Thus far, the calculation of chemical properties has relied upon a description of 

the wavefunction, which is not a physical observable.  In 1964, Hohenberg and Kohn 

showed that the molecular properties of a system in a non-degenerate electronic ground 

state can be characterized by its electron probability density 𝜌 𝑟 , a physical 

observable.16  Because there is a one-to-one mapping between ground state  𝜌 𝑟  and the 

ground state energy, the latter is obtained once the former is found.  The primary 

molecular property of interest in these studies is the energy and nuclear geometry of 

stationary points on the potential energy surface.  

2.4.1 Kohn-Sham 

Kohn and Sham suggested a way to use the Hohenberg-Kohn theorem by 

approximating the energy functional 𝐹 𝜌(𝑟)  in equation 2.4.1.17 

 𝐸 𝜌(𝑟) = 𝑉!"# 𝑟 𝜌 𝑟 𝑑𝑟 +   𝐹 𝜌(𝑟)  (2.4.1)  

where 𝐸 𝜌(𝑟)  is the energy of the system and 𝑉!"# 𝑟  represents the potential of the 

nuclei acting upon the electron density, and   𝐹 𝜌(𝑟)  is  

 𝐹 𝜌 𝑟 = 𝐸!" 𝜌 𝑟 + 𝐸!"#$ 𝜌(𝑟) + 𝐸!" 𝜌(𝑟)  (2.4.2)  

 𝐹 𝜌(𝑟)  represents the the electronic kinetic, Coulombic, and exchange-

correlation energy contributions.  𝐸!"[𝜌 𝑟 ] and 𝐸!"#$[𝜌 𝑟 ] are solved with Kohn-
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Sham orbitals in the same fashion as Hartree-Fock, utilizing a Slater-determinant 

constructed from a set of single-electron spin orbitals solved as a self-consistent field. 

The exchange-correlation term represents an advantage over Hartree-Fock in that 

dynamic electron correlation energy is built into the functional. However, the form of this 

functional is unknown and while many approximations have been developed, there 

remains no way of systematically improving it.5  The exchange-correlation term is crucial 

to the accuracy of density functional theory.18 Approximations to 𝐸!"[𝜌 𝑟 ] are 

discussed below.   

2.4.2  Local Density and Local Spin Density Approximations 

The local density approximation (LDA) assumes that individual volume elements 

of the system have the density of a uniform electron gas and that the electron density 

varies smoothly throughout the entire volume. Within LDA, the 𝐸!"[𝜌 𝑟 ] functional is 

represented as the interaction between the electron density 𝜌(𝑟) and 𝜖!"[𝜌 𝑟 ], the per-

electron exchange-correlation energy, integrated over all space (equation 2.4.3). 

 𝐸!"!"# 𝜌 𝑟 = 𝜌 𝑟 𝜖!" 𝜌 𝑟 𝑑𝑟 (2.4.3)  

Every point 𝑟 is surrounded by a volume element 𝑑𝑟 of constant electron density.  LDA 

performs well for metallic systems, but overbinds organic compounds.17   

The local spin density approximation (LSDA) divides the density into spin-up and 

spin-down electrons and the net spin density is the difference between the two (equation 

2.4.4).19 

 𝜎 𝑟 = 𝜌↑(𝑟)− 𝜌↓(𝑟)   (2.4.4)  
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LSDA works wells for bond lengths and vibrations, but overestimates dipole moments 

and molecular binding energies while underestimating reaction barrier heights.3,20,21  

2.4.3  Generalized and meta-Generalized Gradient Approximation 

The next generation of exchange-correlation approximations, the generalized 

gradient approximation (GGA), considers not only the electron density at a certain point 

but also its gradient.  The gradient term is added to the LSDA per-electron exchange-

correlation energy as a correction factor. (equations 2.4.5). 

 𝜖!"!!" 𝜌 𝑟 = 𝜖!"!"#$ 𝜌 𝑟 + Δ𝜖!"
𝛻𝜌(𝑟)
𝜌! !(𝑟)

   (2.4.5)  

GGA functionals correct many of the short-comings of the LSDA approximations 

and yield better thermochemical predictions yet still underestimates reaction barriers.18 

Given the improvement of GGA over LSDA, which is a Taylor-series-like expansion, the 

logical next step would be the inclusion of second derivative corrections, referred to as 

meta-GGA functionals.  In these, the exchange-correlation potential is dependent upon 

the kinetic energy density, 𝜏, formulated as  

 𝜏 𝑟 =
1
2 𝛻𝜓! 𝑟 !

!

!!!

   (2.4.6)  

where 𝜓! is  solved from a self-consistent field calculation.    

2.4.4  Hybrid Functionals 

Consider a fictitious device that allows one to adjust smoothly the amount of 

electron correlation within a uniform electron gas.  The exact exchange-correlation 

energy could then be calculated, using the Hellman-Feynman theorem, as 
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 𝐸!" = Ψ(𝜆) 𝑉!" Ψ(𝜆) 𝑑𝜆
!

!

   (2.4.7)  

where 𝜆 represents the amount of electronic correlation, zero being no correlation and 

one being full correlation, and 𝑉!"  is the exchange-correlation potential operator.5  At 

𝜆 = 0, correlation goes to zero and only exchange interaction remains, which is 

calculated exactly using Hartree-Fock theory. As 𝜆 goes from zero to one, the exchange 

energy is still that calculated using Hartree-Fock, yet there is an unknown amount of 

correlation, which DFT seeks to calculate.  However, DFT exchange-correlation 

functionals also calculate the exchange energy for the system. Thus, some fraction of the 

Hartree-Fock exchange must be subtracted from the DFT exchange-correlation.  The total 

exchange-correlation energy for the fully interacting system is then 

 𝐸!" = 1− 𝑎 𝐸!"!"# + 𝑎𝐸!!"    (2.4.8)  

where 𝑎 determines the amount of Hartree-Fock exchange that is incorporated into the 

functional, usually determined empirically.  

Due to the incorporation of non-local Hartree-Fock exchange into the local 

exchange-correlation of DFT, such functionals are referred to as hybrid functionals. 

These functionals are often more accurate than purely local functionals for main group 

thermochemistry. 18 

2.5  Molecular Mechanics 

Molecular mechanics differs drastically from quantum mechanics and density 

functional theory. Electrons are not explicitly treated and there is neither a wavefunction 

nor an electron density for which to solve. Instead, molecules are treated as a collection 

of atoms, bonds, bond angles, and dihedral angles.  Atoms are represented as point 
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charges.  Bonds and bond angles are given equilibrium values; deviation from them 

results in an increase in energy.  Torsion angles are treated as a Fourier series of energetic 

barriers.  Non-bonded atoms interact via Coulombic and Lennard-Jones potentials.  

A major drawback of molecular mechanics is that it cannot, due to the implicit 

treatment of electrons, simulate the making and breaking of bonds.  Because a bond is 

treated as a harmonic potential, significant displacement from its equilibrium distance 

yields quadratically increasing energy, whereas in reality the bond will break once it 

reaches a certain length.   

2.5.1  OPLS-AA 

The force field used in the present study is the Optimized Parameters for Liquid 

Simulations All Atoms (OPLS-AA) force field.22,23  Within OPLS-AA, the total energy 

of the system 𝐸!"! is calculated as 

 𝐸!"! = 𝐸!"#$% + 𝐸!"#$%& + 𝐸!"#$%"&$ + 𝐸!"!#"!$%$ (2.5.1)  

 𝐸!"#$% = 𝐾! 𝑟 − 𝑟! !

!"#$%

 (2.5.2)  

 𝐸!"#$%& = 𝐾! 𝜗 − 𝜗! !

!"#$%&

 (2.5.3)  

 𝐸!"#$%"&$ =
𝑉!
2
(1 + cos𝜑) +

𝑉!
2
(1 − cos 2𝜑) +

𝑉!
2
(1 + cos 3𝜑)

!"#$%"&$

 (2.5.4)  

 𝐸!"!#"!$%$ =
𝑞!𝑞!𝑒!

𝑟!"
+ 4𝜀!"

𝜎!"
𝑟!"

!"

−
𝜎!"
𝑟!"

!

!!!

  𝑓!" (2.5.5)  

where  𝑟! and 𝜗! are the equilibrium bond lengths and angles, respectively, 𝐾 is the force 

constant, 𝑉 represents the torsional barrier height, and 𝑞 represents the point charge 

assigned to an atom.23,24   
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Equation 2.5.5 represents the energy from atoms that are not bonded to one 

another.  The 𝑓!" term is 1.0 except in the case of 1,4 intramolecular interactions, where it 

is 0.5.25   This damping is necessary so that the same parameters may be used for both 

intra- and intermolecular interactions.  The first term within the brackets in equation 2.5.5 

represents the classical Coulombic interaction while the second is the Lennard-Jones 

potential, which models repulsive (the 𝑟!!" term) and attractive van Der Waals (the 𝑟!! 

term) potentials.  The values 𝜀 and 𝜎 are more easily expressed by figure 2.3. 

 

Figure 2.3  Illustration of the Lennard-Jones potential. 

 

The Lennard-Jones potential thus represents a potential energy curve with a well 

depth of −𝜀 and an equilibrium radius of 𝜎. The 𝜀’s and 𝜎’s are first calculated for 

identical atoms, i.e. 𝜎!!.  For interactions between different atoms, the well depth −𝜀!" or 

radius  𝜎!" are calculated via combining rules such that  

 𝜎!" = 𝜎!!𝜎!! (2.5.6)  
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 𝜀!" = 𝜀!!𝜀!!   . (2.5.7)  

If two or more molecules are included in the calculation, then the energy is a sum 

of the intermolecular energies and the intramolecular energies (equations 2.5.8-9). 

 𝐸 =    𝐸!"!"#$%

!!!

+ 𝐸!!"#$%
!

 (2.5.8)  

 𝐸!" =   
𝑞!𝑞!𝑒!

𝑟!"
+ 4𝜀!"

𝜎!"
𝑟!"

!"

−
𝜎!"
𝑟!"

!∈!

!

∈!

!

 (2.5.9)  

where a and b represent separate molecules and i and j represent the atoms within those 

molecules.   

The OPLS-AA force field is parameterized to match experimentally determined 

solvent properties such as density, free energy of vaporization, and heat capacity.  These 

values are indicative of molecular size and intermolecular interactions. Therefore 

reproducing them is of particular importance.26  Because the parameters are found using 

simulations of hundreds of molecules, many body effects are intrinsically included in the 

force field.  Additionally, the OPLS-AA force field includes the results of accurate 

quantum mechanical calculations for conformer energetics, such as rotamers, and 

hydrogen bonding.   The OPLS-AA force field has been shown to reproduce 

experimentally determined properties for a wide range of solvents, organic, and 

biomolecular systems.4-12  

2.6  Mixed Quantum and Molecular Mechanics Methods (QM/MM) 

Atomistic insight into very large systems requires the explicit representation of all 

atoms.  For many systems, such as the condensed phase or proteins, the number of atoms 

can be on the order of hundreds to tens of thousands.  Modeling chemical reactions 
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within such systems requires the use of quantum mechanics because, as noted above, 

molecular mechanics cannot simulate bonding making and breaking.   

A widely used method is to partition the total space into a non-reactive region, treated 

with molecular mechanics, and a reactive region, treated with quantum mechanics. 

 

Figure 2.4  Partitioning scheme used in the QM/MM methodology. 

 

The energy is calculated as the sum of the QM portion, the MM portion, and the 

interaction between the two.   

   𝐸!"!#$ = 𝐸!" + 𝐸!! + 𝐸!"/!!    (2.6.1)  

Because of the size of the system and the amount of configuration space that must 

be sampled, an efficient quantum mechanical method must be used.  Within the present 

study, the QM region is calculated using the semiempirical quantum mechanical NDDO-

based AM1 method, while the MM portion is calculated using the OPLS-AA force field. 

5,34,14  The energy of the QM/MM region is calculated similarly to the non-bonded 

energetics of OPLS-AA. (equation 2.6.2) 



 

 46  

 𝐸!"/!! =   
𝛼𝑞!!"#𝑞!𝑒!

𝑟!"
+ 4𝜀!"

𝜎!"
𝑟!"

!"

−
𝜎!"
𝑟!"

!!"#$%&'

!

!"#$%&

!

 (2.6.2)  

In order to determine the atomic charges on the solute, the QM electrostatic 

potential is mapped onto atoms using either the Charge Model 1 (CM1) or Charge Model 

3 (CM3) method.36,37,5 Because CM1 and CM3 were designed to reproduce gas phase 

dipole moments, the charges are scaled by a parameter 𝛼 when used in solution in order 

to reflect the increase in condensed phase dipole moments.  The optimal 𝛼 was found by 

fitting it to reproduce experimental free energies of hydration, yielding 𝛼 = 1.14  when 

using CM1 and 𝛼 = 1.15 when using CM3.  These factors result in errors on the order of 

1 kcal·mol-1, with CM1 best reproducing molecules with the biochemically significant 

amide functionality.38   

2.7  Thermodynamic quantities 

Free energy is arguably the most important thermodynamic property.39  While 

HF, DFT, and molecular mechanics yield the electronic energies, to obtain free energies 

the thermal contributions from molecular vibrations, rotations, and translations must be 

calculated.  Additionally, free energy is not a property of a single molecule, but of an 

ensemble of molecules.  If any comparison between the computational and experimental 

determination of physical observables is to be attained, the microscopic must be 

connected to the macroscopic. Statistical thermodynamics provides such a connection.   

The fundamental value to be calculated is the partition function, Q, a 

dimensionless quantity which is a ratio of the total number of molecules in the system to 

the number of molecules in the ground state.40,41 Once Q is determined, all 
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thermodynamic properties of the system may be obtained. The partition function is 

calculated as a sum over all microstates j such that 

 𝑄 =    exp  (−𝛽𝜀!)
!

!!!

 (2.7.1)  

where N is the possible number of states, 𝛽 is    𝑘!𝑇 !! where 𝑘! is the Boltzmann 

constant and T is the absolute temperature, and 𝜖! is the energy of microstate 𝑗.  

2.7.1  Molecular Thermodynamics 

Within the scope of QM calculations on a single molecule, the partition function 

is reduced to the molecular partition function q.  Because thermodynamic values are 

reported in molar quantities, the total Q is 𝑞!! where NA is Avogadro’s number.  Many 

idealizations of the system are made, namely, ideal gas, harmonic oscillator, rigid rotor, 

and the separability of these components. The molecular partition function is then a 

product of electronic, vibrational, rotational, and translational partition functions 

(equation 2.7.2). The total energy is the sum of the individually calculated electronic, 

vibrational, rotational, and translational energies.5  (equation 2.7.3) 

 𝑞!"! = 𝑞!"!#𝑞!"#𝑞!"#𝑞!"#$% (2.7.2)  

 𝜀!"! = 𝜀!"!# + 𝜀!"# + 𝜀!"# + 𝜀!"#$% (2.7.3)  

Acquiring the electronic energy has been discussed in detail above.  Because the 

first electronic excited state is typically much larger than kbT, it is assumed that only the 

electronic ground state is accessible. This reduces 𝑞!"!# to the electronic spin multiplicity 

of the molecule. (This assumption is made within the software package, Gaussian 09, 

used in this research.42,43) 
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The partition functions for the translational, rotational, and vibrational 

contributions to the molecular partition function each have a unique form.  For 

translation, it is 

 𝑞!"#$% =
2𝜋𝑚𝑘!𝑇

ℎ!

!
!
𝑉 (2.7.4)  

where m is the mass of the molecule, h is Planck’s constant, and V is the volume.   

For rotation, it is  

 𝑞!"# =
𝜋
!
!

𝜎
2𝐼!𝑘!𝑇
ℎ!

2𝐼!𝑘!𝑇
ℎ!

2𝐼!𝑘!𝑇
ℎ!  (2.7.5)  

where I is the moment of inertia and 𝜎 is the molecular symmetry number.  

For vibration, it has the form 

 𝑞!"# =
1

1− exp   −ℎ𝜔!𝛣

!"#$%

!

 (2.7.6)  

where 𝜔 = 𝑘 𝜇
!
!, in which k is the force constant and 𝜇 the reduced mass.  This form 

of 𝑞!"# is measured relative to the zero-point energy 𝑈!, which is the electronic energy 

plus the vibrational energy at zero Kelvin. (Equation 2.7.7) 

   𝑈! = 𝐸!"!# +
1
2ℎ𝜔!

!"#$%

!!!

 (2.7.7)  

From equations 2.7.4-6, thermodynamic values such as internal energy U 

(equation 2.7.8), enthalpy H (equation 2.7.9), and Gibbs free energy G (equation 2.7.10) 

are obtained. 5,40,41,44 

 𝑈 =
𝑘!𝑇!

𝑄
𝜕𝑄
𝜕𝑇 !

 (2.7.8)  
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𝐻 = 𝑘!𝑇!

𝜕 ln𝑄
𝜕𝑇 !

+ 𝑘!𝑇𝑉
𝜕 ln𝑄
𝜕𝑉 !

 
(2.7.9)  

 𝐺 = −𝑘!𝑇 ln𝑄 + 𝑘!𝑇𝑉
𝜕 ln𝑄
𝜕𝑉 !

 
(2.7.10)  

 

2.7.2  Many Body Thermodynamics 

Monte Carlo is a numerical method for finding solutions to multi-dimensional 

integrals through random sampling of the integration variables.45  In the context of 

molecular simulations, these variables are the momenta and positions of every molecule 

in the ensemble.  For such systems, the key problem is solving the configurational 

integral when calculating the average of some property A.  The research performed in this 

work simulates the isobaric-isothermal (NPT) ensemble, the corresponding equations for 

which are 

 𝐴 = 𝐴! + 𝐴 𝑋,𝑉 𝑃 𝑋,𝑉 𝑑𝑋𝑑𝑉 (2.7.11)  

 𝑃(𝑋,𝑉) = exp   −𝛽𝐻 𝑋,𝑉 exp   −𝛽𝐻 𝑋,𝑉 𝑑𝑋𝑑𝑉 (2.7.12)  

where 𝐴  denotes the average of property A, X represents a configuration which is 

sampled, V is the volume, P(X,V) is the Boltzmann factor, and H(X,V) is the enthalpy.  

The integrals are taken over all possible configurations and volumes of the system.46 𝐴! 

in equation 2.7.5 represents the kinetic energy contribution to the average. When 

calculating the differences in average Gibbs free energy, however, kinetic energy 

contributions were shown to cancel by W. van Gunsteren, so it is unnecessary to 

determine this value for Monte Carlo free energy difference calculations.39   
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Simple Monte Carlo, which integrates over completely random configurations, 

samples spaces of low Boltzmann probability that contribute little to the average, such as 

those of overlapping particles, and then weights them according to exp  (−𝐻 𝑘!𝑇).47,48  

Such a technique is impractical for large systems.  Metropolis et al. modified this 

procedure to choose only those configurations with probability exp  (−𝐻 𝑘!𝑇) and then 

weight them evenly.49  This algorithm creates a Markov chain of configurations.  When 

the system in configuration i attempts to move to configuration j, the move is either 

rejected or accepted.  The probability 𝑝 = 𝜋! 𝜋! determines the acceptability of the new 

configuration, where  

 π = exp   −𝛽𝐻 𝑉! (2.7.13)  

If 𝑝 ≥ 1, denoting 𝐻! ≤ 𝐻!, the move is accepted.  For the case of 𝑝 < 1, 

denoting an increase in 𝐻, 𝑝 is compared to a random number 𝑥 between zero and one.  If 

𝑝 ≥ 𝑥, the move is accepted.  If not, the move is rejected and configuration 𝑖 is repeated.  

Randomly accepting moves of greater enthalpy improves the sampling of configuration 

space by allowing the algorithm to escape from local minima.  High energy barriers, 

however, are extremely unlikely to be overcome, which may lead to a metastable 

system.46,48   

The Metropolis algorithm and the neglect of the kinetic energy term simplifies 

equation 2.7.4 to 

 𝐴 =
1
𝐿 𝐴!(𝑋,𝑉)

!

!!!

 (2.7.14)  

where 𝐿 is the number of considered configurations. Adequate sampling requires 

configurational changes leading to an acceptance rate of 30 to 50 percent.  If fewer are 
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accepted, the parameters for molecular translations, rotations, or volume movements are 

too high, creating forbidden movements.  If greater, the parameters are too small and the 

configurations in the Markov chain will not change enough.  Either case leads to a 

Markov chain unrepresentative of a physical system, resulting in a failure to obtain the 

necessary Boltzmann-weighted configurations for equation 2.7.14 to yield accurate 

average properties. 

A simulation involving a solute and hundreds of solvent atoms can employ 

preferential sampling, in which solvent atoms closest to the solute are moved more 

frequently.50  This allows nearby solvent molecules to respond to movements of the 

solute.  The Monte Carlo simulations in this research perform a solvent movement ninety 

nine times out of a hundred configurations, allowing the proximal solvent to respond 

fully to solute perturbations. 

A second improvement contributed by Metropolis et al. is the use of periodic 

boundary conditions.49  The simulated system composed of N species is surrounding in 

three dimensions by identical images, removing surface effects and providing a better 

approximation to bulk phase space.  Should a molecule move out of the central cell, it 

reappears on the opposite side, so only the contents of the central cell need be tracked.   
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Figure 2.5  Periodic Boundary Conditions.  If a molecule exits one side of the 
cell, it reappears on the other side. 

 

When evaluating the intermolecular potentials, spherical cutoff radii allow the 

avoidance of interactions of one molecule with more than one image of another molecule.  

A cutoff equal to or less than one half the length of the cell is chosen to avoid self-

interactions.46,47  For long-range interactions neglected beyond the cutoff, full periodic 

boundary conditions are implemented through the Ewald method (vide infra) or by 

embedding the cutoff sphere within a polarizable continuum.46 

2.7.3  Free Energy Perturbation 

Relative energy differences between chemically related systems may be of greater 

importance than the absolute energy of the independent systems.  Free energy differences 

determine the system’s thermal stability, chemical composition, rate of reaction, and 

reaction pathway.  Calculating free energy differences between related chemical systems, 

e.g. the products and reactants of a reaction or conformational isomers, is performed by 
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free energy perturbation (FEP).  For two defined states 𝑋 and 𝑌 the Gibb’s free energy 

difference is  

   Δ𝐺 = 𝐺! − 𝐺! = −𝑘!𝑇 ln
𝑄!
𝑄!

   (2.7.15)  

Zanzwig used equation 2.7.15 to derive the central formula to free energy 

perturbation, equation 2.7.16.51 

   Δ𝐺 = −𝑘!𝑇 ln 𝑒𝑥𝑝
−(ℋ! −ℋ!)

𝑘!𝑇
   ! (2.7.16)  

where ℋ is the Hamiltonian of the system, brackets denotes the ensemble average, and 

the subscript 𝑌 denotes that the average has been taken over the ensemble in state 𝑌. If 

the phase  space of states 𝑋 and 𝑌 do not overlap, simulations using equation 2.7.16 will 

not converge to an accurate energy.39,3 The energy between the two states must not be 

much larger than 𝑘!𝑇.3  To avoid this issue, the Hamiltonian is reformulated so that it 

depends upon a parameter 𝜆. (equation 2.7.17) 

     ℋ λ = 𝜆ℋ! + 1− 𝜆 ℋ! (2.7.17)  

Equation 2.7.16 becomes 

   Δ𝐺 = −𝑘!𝑇 ln exp
−Δℋ′
𝑘!𝑇

   !  
!

!!!

 (2.7.18)  

where Δℋ! =ℋ!!!" −ℋ!. Thus, the perturbation between states is divided into as many 

windows as necessary to guarantee sufficient overlap. In this research, the method of 

double-wide sampling is performed.48, 32 Consider states 𝑋, for which 𝜆 = 0,  𝑌, for 

which 𝜆 = 1, and a middle state 𝑀, for which 𝜆 = 0.5.  Instead of perturbing the system 

from state 𝑋 to 𝑌 directly, the system begins at state 𝑀 and samples to 𝑋 and 𝑌 

simultaneously, illustrated in figure 2.6. 
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Consequently, only half the number of simulations needs to be run.  Calculating 

Δ𝐺 using double-wide sampling requires a modification to equation 2.7.16 to account for 

the simultaneous perturbations from the initial reference state to two others (equation 

2.7.19).48 

   Δ𝐺 = 𝑘!𝑇 ln
exp − 𝐸! − 𝐸! 𝑘!𝑇 !

exp − 𝐸! − 𝐸! 𝑘!𝑇 !
 (2.7.19)  

 

 

 

Figure 2.6 Double-wide sampling. The system begins in state 𝑴 and is 

perturbed to states 𝑿 and 𝒀 simultaneously. 

 

In the context of organic reactions, states 𝑋 and 𝑌 correspond to the reactants and 

products, respectively.  Hence, the perturbation is a function of an intra- or intermolecular 

coordinate, e.g. the carbon-bromine radius of an E1 type reaction or a dihedral rotation.  

The free energy surface produced by such a calculation is referred to as a potential of 

mean force.   
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2.8  The Ewald Summation 

Full periodic boundary conditions must be applied for systems such as room 

temperature ionic liquids due to the prevalent long range electrostatics.52  The Ewald 

method calculates the exact electrostatic energy of a fully periodic infinite lattice.3  

Consider a lattice with a cubic central cell of length 𝐿 and with periodic cells having 

coordinate vectors 𝒏 = (𝑛!𝐿,𝑛!𝐿,𝑛!𝐿) where 𝑛 is an integer. The Coulombic potential 

from all interactions is  

    𝑉 =
1
2

𝑞!𝑞!
4𝜋𝜖! 𝒓𝒊𝒋 + 𝒏

!

!!!

!

!!!𝒏 !!

    . (2.8.1)  

(Note that in equation 2.8.1 the series omits 𝑖 = 𝑗 for 𝒏 = 0.)  Unfortunately, equation 

2.8.1 diverges for large systems.  Ewald solved this by replacing the single diverging 

series with two more rapidly convergent series by manipulating the 𝑟!! term. (Equation 

2.8.2) 

 
1
𝑟 = erf

1
2 𝛼𝑟
𝑟 + erfc

1
2 𝛼𝑟
𝑟   , (2.8.2)  

where erf(x) and erfc(x) are the error function (equation 2.8.3) and its complement 

(equation 2.8.4), respectively, and the parameter 𝛼 controls the width of the Gaussian 

charge distribution 𝜌(𝒓) (equation 2.8.5) discussed below. 

 erf 𝑥 =
2
𝜋

𝑒!!!𝑑𝑡
!

!

 (2.8.3)  

 erfc 𝑥 = 1− erf(𝑥) =
2
𝜋

𝑒!!!𝑑𝑡
!

!

 (2.8.4)  
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 𝜌!(𝒓) =
𝑞!𝛼!

𝜋! ! exp   −𝛼
!𝑟!  (2.8.5)  

The first term of equation 2.8.2 goes to a constant 𝛼 𝜋  as 𝑟 → 0 and handles 

the rapid variation of equation 2.8.1 at small 𝑟.  However, it has a long tail as 𝑟 → ∞.  

The second term approaches singularity as 𝑟 → 0, but decays exponentially as 𝑟 → ∞.  

The resulting sum is a well-behaved convergent series.   

The point charges are formulated as a combination of screened charges minus a 

smoothly varying screening background.53  First, equation 2.8.1 becomes a sum of point 

charges and neutralizing Gaussian distributions (equation 2.8.5), shown as the first sum 

in figure 2.7.   

 

Figure 2.7.  The Ewald summation in diagrammatic form.  Point charges 

are combined with charge screening Gaussian charge distributions and 

their reciprocals.    
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The potential given by this “real space” summation is  

 𝑉!"#$ =
1
2

𝑞!𝑞!
4𝜋𝜖!

erfc 𝛼 𝑟!" + 𝒏
𝒓𝒊𝒋 + 𝒏𝒏 !!

   ,
!

!!!

!

!!!

 (2.8.6)  

where 𝛼 controls the width of the Gaussian function.  The second “reciprocal space” sum 

of Gaussians counteracts the first neutralizing distribution. (Equation 2.8.7) 

 𝑉!"#$%!&#'( =
1
2

1
𝜋𝐿!

  𝑞!𝑞!
4𝜋𝜖!

    
!

!!!

!

!!!

4𝜋!

𝑘! exp   −
𝑘!

4𝛼!   cos 𝒌 ∙ 𝒓𝒊𝒋     
!!!

     (2.8.7)  

where the reciprocal vectors 𝒌 are given as 𝒌 = 2𝜋𝒏 𝐿.  Adding the reciprocal space 

introduces interactions of the point charges with their own charge distribution, i.e. self-

interaction.  This potential (equation 2.8.8) must then be subtracted to find the total 

potential (equation 2.8.9).53 

 𝑉!"#$ = −
𝛼
𝜋

𝑞!!

4𝜋𝜖!
  

!

!!!

 (2.8.8)  

 𝑉!"!#$ = 𝑉!"#$ + 𝑉!"#$%!&#'( − 𝑉!"#$ (2.8.9)  

The choice of 𝛼 is critical.  Real space summation converges more rapidly with 

larger 𝛼 whereas reciprocal space summation converges more rapidly with smaller 𝛼.  

Also, 𝛼 must be chosen such that, if radial cutoffs distances are employed within the 

simulation, only charges within the cutoff interact.  The software used in this research, 

the Biochemical and Organic Simulation System (BOSS), automatically sets 𝛼 such that 

the value of the reciprocal sum at the cutoff is 1.0×10!! kcal/mol.54   
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Chapter 3  Inter- and Intra-molecular Mechanisms for 

Chlorine Rearrangements in Trimethyl-substituted         

N-chlorohydantoins 

3.1 Abstract  

The antimicrobial compounds 1-chloro-3,5,5-trimethylhydantoin and 3-chloro-

1,5,5-trimethylhydantoin (1 and 2, respectively) have been synthesized and examined via 

a joint experimental and computational study (Figure 3.1). 

 

Figure 3.1 Structures of 1-chloro-3,5,5-trimethylhydantoin (1) and 3-chloro-

1,5,5-trimethylhydantoin (2). 

The measured rate of loss of oxidative chlorine in the absence of and presence of 

exposure to UVA irradiation determined 2 to be less stable than 1.   

 

Reprinted with permission from J. Phys. Chem. A, 2012, 116 (26), pp 7245–7252. 
Copyright 2012 American Chemical Society. 
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Two novel hydrogen atom transfer reaction (HATR) mechanisms have been proposed: 

(1) an intramolecular process in which a hydrogen atom undergoes a series of 

sigmatropic shifts, and (2) an intermolecular pathway in which a radical abstracts a 

hydrogen atom from a neighboring molecule. Density functional theory (DFT) 

calculations at the UB3LYP/6-311G++(2d,p) theory level have been employed to 

elucidate the preferred reaction pathway. Both proposed HATR mechanisms predicted 2 

to possess a lower free energy of activation, Δ𝐺‡, relative to 1 in accordance with the 

experimental stability measurements. However, the intermolecular route had an overall 

lower absolute Δ𝐺‡ and was more consistent with measured product ratios in solution. 

The intermolecular reaction pathway, unlike the intramolecular route, also predicted the 

lack of formation of a migration product featuring a Cl covalently bonded to a methylene 

group at the 5-position of the hydantoin moiety, which was verified by NMR 

experiments. 

3.2  Computational Methods 

DFT calculations were used to characterize ground states and transition structures 

at both the restricted and unrestricted (U)B3LYP1,2 level of theory in conjunction with the 

6-311++G(2d,p) basis set. Geometry optimizations were performed for each structure, 

and frequency calculations were performed in order to verify all stationary points as 

minima for ground states or a saddle points for transition structures. All calculations were 

performed for species in vacuum using Gaussian 093 on computers located at the 

Alabama Supercomputer Center.  
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3.3  Results and Discussion 

3.3.1  Heterolytic Dissociation 

In the absence of UV irradiation, whether in aqueous solution or in the solid state, 

N-halamine compounds dissociate primarily through loss of oxidative halogen, e.g., Cl+, 

to form their un-halogenated precursor amine compounds. This process is illustrated for 

compounds 1 and 2 in Figure 3.2.  

It is evident that compound 1 is much more stable toward chlorine loss than is 

compound 2, especially in the solid state. Intuitively, this was as expected because the 

resulting negative charge on nitrogen should be stabilized inductively and through 

resonance by two carbonyl moieties for the imide nitrogen in 2, but only by one for the 

amide nitrogen in 1. The enhanced rate of Cl+ decomposition for 2 as compared to 1 is in 

accord with recent calculations of base-induced de-chlorinations of 3-chloro-5,5-

dimethylhydantoin and 1-chloro-5,5-dimethylhydantoin to yield a hydantoin anion and 

Cl+ (i.e., HOCl).4 In that mechanistic study, B3LYP/6-311+G(2d,p) predicted de-

chlorination ΔG‡ values of 37.8 and 47.7 kcal/mol for the 3-chloro versus 1-chloro 

derivatives, respectively,4 which is indicative of a more facile scission of the imide-Cl 

bond and consistent with the current results. 
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Figure 3.2  Oxidative chlorine loss in water (above) and for the solid state 

(below) over time for 1-chloro-3,5,5-trimethylhydantoin (1) and 3-chloro-1,5,5-

trimethylhydantoin (2). 
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3.3.2  Homolytic Dissociation under UVA Irradiation   

In the presence of UV irradiation, N-halamines dissociate primarily homolytically 

to form halogen radicals and radical centers on nitrogen atoms. Following this process, 

products in addition to the precursor amines can form.  For example, in a recent study in 

these laboratories it was shown that 1-chlorohydantoinyl moieties bonded through the 

imide nitrogen via a three-carbon chain and subsequently through a siloxane moiety to 

cellulose dissociated from the surface under UVA irradiation.5 It was suggested that the 

dissociation from the surface was due to scission of a C-Si bond induced by migration of 

the amide chlorine to the propyl side chain through a free-radical process via a 

Hoffmann-Loeffler-type mechanism (Scheme 3.1). DFT computations on the model 

compound 3-butyl-1-chloro-5,5-dimethylhydantoin supported the experimental 

observation (NMR and mass spectral data) that the Cl atom migrated to the β and γ 

carbons of the alkyl chain, but not to the α carbon.5 The transition structure for a similar 

migration to the α carbon was too strained; thus no product containing the Cl at the α 

carbon (the carbon bonded directly to the imide nitrogen of the hydantoin ring) was 

observed. Therefore, it is apparent that a different mechanism must be proposed for any 

photoinduced chlorine migrations in compounds 1 and 2. 

Scheme 3.1  Intramolecular photorearrangement of acyclic N-halamines. 
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While 1 was more stable toward Cl+ dissociation than was 2 for the compounds 

not directly exposed to UVA, it was possible that this would not be the case for 

homolytic cleavage in the presence of UVA irradiation. However, Figure 3.3 clearly 

demonstrates that the order of stabilities was the same for the two types of processes.  

 

 

Figure 3.3  UVA stability of solid-state 1-chloro-3,5,5-trimethylhydantoin 

(1) and 3-chloro-1,5,5-trimethyl hydantoin (2). 

 

For the data presented in Figure 3.3, solid-state samples were titrated for 

remaining oxidative chlorine after variable times of exposure to the UVA photons. 
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Compound 2 lost all of its bound chlorine within 20 h of UVA exposure, while 

compound 1 retained about 55% of its initial chlorine loading. A comparable experiment, 

in which solid-state commercial 1,3-dichloro-5,5-dimethylhydantoin and 1-chloro-5,5-

dimethylhydantoin (synthesized by a straightforward exchange reaction of 1,3-dichloro-

5,5-dimethylhydantoin and unchlorinated 5,5-dimethylhydantoin) were irradiated for 24 

h, showed that the  dichloro derivative lost only 6.0 % of its chlorine, and the 1-chloro-

5,5-dimethyl derivative lost only 4.2 % of its chlorine. Over the same time period of 

irradiation 1 lost 52 % and 2 lost 100 % of their chlorine contents. Thus clearly the 

presence of a methyl substituent on the imide nitrogen in 1 and the amide nitrogen in 2 

was instrumental in the photolytic decomposition process for these two trimethyl 

derivatives. 

Scheme 3.2 Three Potential Reaction Products for the 

Photodecomposition under UVA Irradiation of 1-chloro-3,5,5-

trimethylhydantoin (1) and  3-chloro-1,5,5-trimethylhydantoin (2) 
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The structures of some logical photodecomposition products of 1 and 2 are shown 

in Scheme 3.2. Other decomposition products such as ones arising from rupture of the 

hydantoin ring are unlikely based upon the observations for 1,3-dichloro-5,5-

dimethylhydantoin and 1-chloro-5,5-dimethylhydantoin discussed above. Both 

compounds 1 and 2 were irradiated in the Accelerated Weather Tester in the solid state in 

open vessels and in CDCl3 solvent in an NMR tube. The time of irradiation was 144 h for 

both compounds; at these irradiation times all chlorine was lost from both compounds. 

Product analyses were accomplished by 1H NMR. For the solid state decomposition, the 

product ratio of 1a:1b was about 10:1 with no 1c detected; the product ratio of 2a:2b was 

1.5:1.0 with no 2c detected. The 1H NMR spectra for the photodecomposition products 

for the two compounds in CDCl3 are shown in Figures 3.4 and 3.5.   
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Figure 3.4  1H NMR spectrum for the photodecomposition products of 

compound 1 in CDCl3. 
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Figure 3.5  1H NMR spectrum for the photodecomposition products of 

compound 2 in CDCl3. 

 

From comparison with 1H NMR data, the assignments of the resonances to 1a, 1b, 

2a, and 2b are obvious, and an integration of the resonances assigned to the 5,5-dimethyl 

substituents provides a ratio of about 11:6 for both 1a:1b and 2a:2b, again with no 1c or 

2c detected. Therefore, several questions come to mind. Why is there no chlorine 

migration to the methyl groups at carbon 5 on the hydantoin ring during decomposition of 

either N-chloramine? Why are the product ratios different for the solid state as compared 

to the solution process (Table 3.1)? And most important, what mechanism(s) logically 
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explain(s) the chlorine migration process? DFT computations have been carried out to 

assist in the interpretation of the experimental data. 

 

Table 3.1  Experimental Final Product Ratios Obtained under UVA Light 

Exposure 

Product ratio 1a:1b 2a:2b 
solid state 10:1 1.5:1 
in CDCl3 11:6 11:6 

 

3.3.3  Mechanistic Considerations  

As stated earlier, a Hoffmann-Loeffler photorearrangement mechanism is not 

possible for 1 or 2 because of geometry constraints in the necessary cyclic transition 

structure. Therefore, alternative radical mechanisms must be considered to explain the 

formation of the photodecomposition products. While the transformations for 1 and 2 

likely involve a hydrogen atom transfer reaction (HATR), the exact reaction pathway is 

intuitively unclear. Two mechanisms for the HATRs are proposed:  (1) an intramolecular 

process in which a hydrogen atom undergoes a series of sigmatropic shifts, and (2) an 

intermolecular pathway in which a radical abstracts a hydrogen atom from a neighboring 

molecule. Calculations at the UB3LYP/6-311++G(2d,p) level have been carried out to 

reveal the most favorable route. 
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3.3.3.1  Intramolecular Mechanism 

Following homolytic dissociation of the N−Cl bond in 1, radical delocalization, as 

illustrated in 1·∙, may induce the adjacent carbonyl oxygen to be the reactive atom. 

(Scheme 3.3) 

 

Scheme 3.3  Proposed Intramolecular Hydrogen Atom Transfer 

Mechanism for the Formation of 1a from 1. ∆G‡ (kcal/mol) Values 

Computed using UB3LYP/6-311++G(2d,p). 

 

 

 

The oxygen radical could then abstract a hydrogen atom from the neighboring methyl 

group attached to the 3-nitrogen and generate a methylene radical; a ∆G‡ of 40.4 kcal/mol 

was computed for this step. The radical could then undergo a rapid chlorination of the 3-

methylene group followed by tautomerization, with a calculated ∆G‡ of 36.4 kcal/mol, to 

yield 1a. The DFT optimized transition structures in the reaction pathway are shown in 

Figure 3.6.  
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Figure 3.6  UB3LYP/6-311++G(2d,p) calculated transition structures in 

the 1 to 1a intramolecular reaction pathway for (A) the hydrogen atom 

transfer from 3-methyl to the 2-oxygen, and (B) the subsequent 

tautomerization between the 2-oxygen and 1-nitrogen. Optimized 

distances given in angstroms. 

 
Since the amidoyl nitrogen is adjacent to the two methyl groups located at the 5 

position, it is also conceivable for the HATR to occur from one of these methyl groups. 

(Scheme 3.4 and Figure 3.7)  

 

 

Scheme 3.4  Alternative Pathway for the Proposed Intramolecular 

Mechanism Given in Scheme 5 that Leads to the Formation of 1c.  ∆G‡ 

(kcal/mol) Calculated using UB3LYP/6-311++G(2d,p) 
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Figure 3.7  UB3LYP/6-311++G(2d,p) calculated transition structure for 

the intramolecular hydrogen atom transfer from 1· to 5-methylene-1,5-

dimethylhydantoin. Optimized distances given in angstroms. 

 

While there is no NMR evidence for the formation of product 1c, the 

intramolecular mechanism proposed in Scheme 3.4 could account for its existence. The 

calculated ∆G‡ of 34.6 kcal/mol for the formation of 1c suggests that species should be 

more prevalent than 1a (i.e., ∆G‡ of 40.4 kcal/mol), yet there was no experimental 

evidence for the formation of 1c. Therefore, this proposed intramolecular mechanism is 

unlikely to occur. 
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In the case of 2, a similar intramolecular mechanism could be proposed. 

Following the departure of Cl·∙	
  from the imide nitrogen creating an imidoyl radical, three 

resonance structures can be written for the radical as illustrated in Scheme 3.5.   

Scheme 3.5  Three Resonance Structures for 2·∙ 

 

Beginning with the resonance structure 2-O4·∙,	
  the 4-oxygen radical could remove 

a hydrogen atom from the 5-methyl group with a computed ∆G‡ of 34.6 kcal/mol. 

Following the formation of the 5-methylene radical, a tautomerization could occur with a 

computed ∆G‡ of 36.7 kcal/mol. The 5-methylene radical may then transfer a hydrogen 

atom with 1-methyl, with a calculated ∆G‡ of 24.0 kcal/mol, followed by the combination 

of the resultant 1-methylene radical with the Cl·∙ to create 2a (Scheme 3.6).  
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Scheme 3.6  Proposed Intramolecular Hydrogen Atom Transfer 

Mechanism for the Formation of 2a and 2c from 2-O4·∙. ∆G‡ Values 

(kcal/mol) Computed using UB3LYP/6-311++G(2d,p). 

 

Alternatively, the Cl·∙ could combine with the 5-methylene radical facilitating the 

formation of 2c with little or no activation barrier. The optimized transition structures for 

the 2 to 2a/c HATRs are given in Figure 3.8. This intramolecular mechanism would 

largely favor the formation of 2c over 2a, similar to the preference for 1c over 1a, which 

contradicts experimental data from the NMR spectra indicating no formation of either 1c 

or 2c. 
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Figure 3.8  Calculated UB3LYP/6-311++G(2d,p) transition structures for 

the HATRs of (A) 5-methyl in 2-O4·∙	
   to oxygen radical, (B) the 

tautomerization of 2-hydroxyl-5-methylene radical, and (C) 1-methyl to 

the 5-methylene radical group. Distances given in angstroms. 

 
Initiating the HATRs from the 2-O2·∙ structure has the 2-carbonyl oxygen 

potentially abstracting a hydrogen atom from the 1-methyl group, with a computed ∆G‡ 

of 25.4 kcal/mol.  The combination of Cl·∙ and the 1-methylene radical and a subsequent 

tautomerization requiring a calculated ∆G‡ of 33.0 kcal/mol would then lead to 2a 

(Scheme 3.7).  The corresponding transition structures are given in figure 3.9.  
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Scheme 3.7  Proposed Intramolecular Hydrogen Atom Transfer 

Mechanism for the Formation of 2a from 2-O2·. ∆G‡ Values (kcal/mol) 

Computed using UB3LYP/6-311++G(2d,p). 

 

 

Figure 3.9  Calculated UB3LYP/6-311++G(2d,p) intramolecular 

transition structures for (A) the hydrogen transfer from the 1-methyl to the 

2-oxygen and (b) the tautomerization between the 2-oxygen and 3-

nitrogen. Distances given in angstroms. 

 
This intramolecular route is preferable to the 2-O4·∙	
   path (Scheme 3.6), as the 

overall rate-limiting ∆G‡ is lower, and no formation of 2c is expected to occur. While all 

reasonable mechanistic possibilities for the intramolecular HATRs have been considered, 



 

 83  

Schemes 3.3-3.7 have no direct route for producing either 1b or 2b.  Potentially a 

hydrogen atom may be generated from the decomposition products, or from the walls of 

the container, to form 1b/2b. However, considering that the predicted favorable 

formation of 1c/2c in Schemes 3.6 and 3.7 are contrary to the experimental observations, 

alternative intermolecular reaction mechanisms should be considered. 

3.3.3.2  Intermolecular Mechanism 

The amidoyl nitrogen in 1·∙ could undergo an intermolecular hydrogen transfer 

with a 3 or 5 position methyl group of a neighboring 1 molecule. Initiating the HATR 

from the methyl group on the 3-nitrogen would initially lead to the formation of 1b and a 

3-methylene radical with a computed ∆G‡ of 19.9 kcal/mol (Scheme 3.8). The radical 

then could combine with Cl·∙ to produce 1-chloro-3-chloromethyl-5,5-dimethylhydantoin, 

an intermediate compound that could potentially account for a small amount of 

unidentified impurity product detected by NMR during the decomposition process before 

all oxidative chlorine was lost. N-Cl bond cleavage of 1-chloro-3-chloromethyl-5,5-

dimethylhydantoin would produce another amidoyl radical, N1-radical-3-chloromethyl-

5,5-dimethylhydantoin, that could abstract a hydrogen atom from either the starting 

material 1 or the 1b produced from the previous step. Three scenarios emerge in which 

the hydrogen atom could be transferred from the 3-methyl of 1, the 3-methyl of 1b, or the 

1-nitrogen of 1b (Figure 3.10). All reaction pathways directly produce 1a and potentially 

another radical that propagates the radical mechanism towards the continued production 

of 1a and 1b (Scheme 3.9). The HATR from the 3-nitrogen of 1b is the favored route 

with a computed ∆G‡ of 15.9 kcal/mol as compared to 19.5 and 19.6 kcal/mol for the 
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hydrogen abstraction from the 3-methyl group of 1 and 1b, respectively. Following the 

most energetically favored route, 1a and 1b are formed, but no net gain of 1b is realized 

as the compound is consumed during the reaction. Overall, more 1a should be produced 

than 1b following the mechanism given in Scheme 3.9, in accord with the experimental 

observations. 

Scheme 3.8  Intermolecular mechanism for 1 yielding products 1a and 1b. 

∆G‡ values (kcal/mol) computed using UB3LYP/6-311++G(2d,p). 
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Figure 3.10  Calculated UB3LYP/6-311++G(2d,p) intermolecular 

transition structures for the HATR between N1-radical-3-chloromethyl-

5,5-dimethylhydantoin and either the starting material 1 or 1b. Optimized 

distances given in angstroms. 
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Alternatively, a HATR originating from the methyl group on the 5-carbon 

position would produce 1b and 1-chloro-3-methylene-5,5-dimethylhydantoin radical 

(Scheme 3.9). The ∆∆G‡ for the 3-methyl-based HATR in scheme 3.8 is 4.4 kcal/mol 

lower than that for the 5-methyl, which corresponds to an approximately 2000-fold 

difference in rates assuming equal values for the pre-exponential factors and a 

temperature of 298 K. Given this large difference in rates and the lack of experimental 

evidence for a Cl atom bonded at the 5-methyl position, it is unlikely that the reaction in 

Scheme 3.9 would be competitive. 

Scheme 3.9  Intermolecular Mechanism of 1 Yielding Products 1b and      

1-chloro-3-methylene-5,5-dimethylhydantoin. ∆G‡ values (kcal/mol) 

computed using UB3LYP/6-311++G(2d,p). 

 

The intermolecular reaction of 2 to yield 2a and 2b is expected to have a 

mechanism very similar to that of 1; the proposed pathways are presented in the schemes 

3.10 and 3.11.  

The 3-nitrogen radical in 2·∙ can also perform an intermolecular hydrogen atom 

transfer with a 1- or 5-position methyl group of a neighboring 2 molecule. Initiating the 

HATR from the methyl group on the 1-nitrogen would initially lead to the formation of 

2b and a 1-methylene radical with a computed ∆G‡ of 13.5 kcal/mol. The rate-limiting 
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∆G‡ for 2 is considerably lower than the 19.9 kcal/mol computed for 1, which is 

consistent with the experimental stability tests carried out under UVA photolysis (Figure 

3.3). The remainder of the mechanism should follow the same basic pathways as the 

mechanism proposed for 1. However, in spite of repeated efforts to locate the transition 

structures for the HATR between N3-radical-1-chloromethyl-5,5-dimethylhydantoin and 

the 1-methyl group of 2 and 2b, the calculations would not yield optimized structures. 

The HATR between the N3-radical-1-chloromethyl-5,5-dimethylhydantoin and the 3-

nitrogen of 2b was found to give a computed ∆G‡ of 11.3 kcal/mol. As the same route in 

the reaction pathway in Scheme 11 for 1 possessed the lowest barrier, it may be expected 

that the same general conclusions would hold for 2.  
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Scheme 3.10 Intermolecular mechanism of 2 yielding products 2a and 2b. 

∆G‡ values (kcal/mol) computed using UB3LYP/6-311++G(2d,p). 

 

 

Conversely, 2·∙ could abstract a hydrogen atom from the 5-methyl group of a 

neighboring 2 molecule with a computed ∆G‡ of 18.9 kcal/mol or a ∆∆G‡ of 5.4 kcal/mol 

compared to the 1-methyl group (scheme 3.11).  
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Scheme 3.11 Intermolecular hydrogen transfer between 2 and 2· at the 5-

methyl position.  ∆G‡ value (kcal/mol) computed using UB3LYP/6-

311++G(2d,p). 

 

 

This HATR difference is equivalent to about an 11,000-fold rate increase in favor 

of the 1-methyl group at room temperature. Given this large rate difference and the lack 

of a 5-chloro product observed experimentally, this reaction pathway is unlikely to occur. 

3.3.4  Final Product Ratios 

The intermolecular mechanisms had lower absolute ∆G‡ values as compared to 

the intramolecular mechanisms; however, it is difficult to assess whether the molecules 

would possess the necessary degrees of freedom for the proposed geometries to occur in 

the solid state. In solution, however, the intermolecular mechanism would be expected to 

dominate. Experimental evidence may be found in the final product ratios of 11:6 for 

both 1a:1b and 2a:2b in CDCl3 (Table 3.1). The intermolecular mechanisms in Schemes 

3.8 and 3.10 above are essentially identical, which would facilitate similar product ratios. 

However, the results for the solid compounds are dramatically different with 1a 

dominating 1b with a ratio of 10:1 as compared to a lower ratio of 1.5:1 for 2a:2b. The 

product ratios for the solid state are more difficult to rationalize from the calculations, but 
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could possibly be the result of a combination of the inter- and intra-molecular 

mechanisms discussed herein. 

3.4  Conclusions 

The rate of loss of Cl+ for the antimicrobial 1-chloro-3,5,5-trimethylhydantoin (1) 

and 3-chloro-1,5,5-trimethylhydantoin (2) compounds has been measured in the presence 

of and in the absence of exposure to UVA irradiation. Compound 1 was determined to be 

more stable than 2 in both cases. Under UVA exposure the hydantoins yielded an 

intriguing chlorine atom migration reaction. Two novel mechanisms have been proposed: 

(1) an intramolecular process in which a hydrogen atom undergoes a series of 

sigmatropic shifts, and (2) an intermolecular pathway in which a radical abstracts a 

hydrogen atom from a neighboring molecule. DFT calculations at the UB3LYP/6-

311G++(2d,p) level predicted 2 to have a lower ∆G‡ than 1 for both proposed HATR 

mechanisms in accord with the experimental chlorine stability measurements. However, 

the intermolecular route possessed lower absolute ∆G‡ values as  compared to the 

intramolecular mechanism, agreed with a lack of 1c/2c formation as found from the NMR 

spectra, and was consistent with the experimentally measured final product ratios of 11:6 

for 1a:1b and 2a:2b in solution after 144 h of UVA exposure. The combination of the 

DFT calculations, NMR spectra, final product ratios, and stability tests support the 

conclusion of an intermolecular mechanism for the photodecomposition in solution. The 

mechanism for the solid state is more difficult to rationalize, but may utilize a 

combination of inter- and intra-molecular reaction pathways to reach the final products. 
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Chapter 4 Pairwise Alternatives to Ewald Summation for 

Calculating Long-Range Electrostatics in Ionic 

Liquids 

 

4.1  Abstract 

Room temperature ionic liquid calculations require extensive sampling due to the 

large degree of localized structuring in the liquid phase relative to conventional solutions. 

Consequently, a large amount of computer time is required for the convergence of solvent 

properties, much of which is spent evaluating long-range electrostatics via Ewald 

summations. The damped Coulomb potential and cutoff-neutralized method of Wolf et al. 

provides the framework for an accurate, linear-scaling alternative to Ewald in the ionic 

liquid simulations.1 The method has been the subject of multiple modifications for 

improved accuracy, including the damped Columbic potential of Zahn et al.2, the damped 

shifted force method of Fennell and Gezelter3, and the shifted force gradient of Kale and 

Herzfeld.4 These pairwise electrostatic interaction alternatives along with the CHARMM 

shifted force potential5 and a new method proposed herein, the shifted force 3rd derivative 

(SF3), have been examined on 59 unique ionic liquid combinations of 1-alkyl-3-

methylimidazolium [RMIM] (R = M (methyl), E (ethyl), B (butyl), H (hexyl), and O  

Reprinted  with permission from J. Chem. Theory Comput., 2013, 9 (2), pp 944–950 . 
Copyright 2013 American Chemical Society. 
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(octyl)) and N-alkylpyridinium [RPyr] cations, along with Cl-, PF6
-, BF4

-, NO3
-, AlCl4

-, 

Al2Cl7
-, and TfO- anions. Monte Carlo simulations utilizing our custom OPLS-

AA ionic liquid force field and employing the pairwise alternatives with multiple cutoff 

distances and electrostatic damping values are compared to the energetics from full 

Ewald sums. 

4.2  Theory 

As an early alternative to the more costly Ewald schemes, a general shifting 

scheme was first proposed by Brooks, Pettitt, and Karplus6 and implemented by Levitt et 

al. to treat electrostatics in biological simulations.7 The method modifies the interactions 

energy by subtracting it from a truncated Taylor series of the original energy (Eq. 4.1), 

where V(rij) and V(RC) are the original potentials and equal to 1/rij and 1/RC, respectively; 

dV(Rc)/dr is its derivative with respect to rij evaluated at the cutoff distance RC, and rij is 

the distance between particles. Levitt et al. tested the n = 1 and 2 cases and concluded 

that the former provided a better electrostatic description in weak to mildly ionic 

biological environments, e.g., proteins and nucleic acids in water, and had little effect on 

hydrogen bonding. The n = 1 case is called here the shifted force (SF) method and given 

as Eq. 4.2. 
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Wolf et al. proposed a similar technique to Levitt et al. where simulations of 

Coulombic systems were truncated spherically with a pairwise 1/𝑟!" summation.1 In their 

method, the electrostatic interaction is effectively short-ranged in the condensed phase 

and charge neutrality is enforced within the cutoff radius. Image charges are subtracted 

out through placement on the cutoff sphere. Their method is called the shifted potential 

(SP) and is specified by Eq. 4.3. A distance-dependent damping function given by the 

complementary error function (erfc) from the Ewald sums was subsequently included to 

aid in the convergence of the calculated Madelung energies to yield the damped shifted 

potential (DSP) method (Eq. 4.4), where α is the damping parameter with units of Å-1. 

The Wolf technique has proven successful in several condensed-phase MD simulations.8–

10 However, the use of the erfc is time-consuming and methods have been proposed that 

reduce the amount of times the erfc calculation is required.11  
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Truncating the interactions yields a discontinuity in the potential that corresponds 

to an infinite force acting between atoms that cross the discontinuity. Many MD 

algorithms neglect this force due to poor treatment in the soft potentials. Consequently, 

error is manifested by the poor energy conservation in the simulation.12 Zahn et al. 

revised Wolf’s damping method to achieve energy conservation in MD simulations of 

TIP3P and SPC water models.2 The proposed damped Coulomb potential (DC) method 

(Eq. 4.5) was found to yield considerable improvement in dielectric properties and in 

static properties, including potential energy, particle density, and radial distribution 

functions. The method was originally intended for molecular liquids consisting of neutral 

molecules without internal Coulombic interaction; however, larger cutoff radii or a 

modification to the self-term has been speculated to satisfy ionic systems. Fennell and 

Gezelter further revised Zahn et al.’s DC method with two differences: (a) the V(RC) term 

has been added to reduce any potential discontinuity as particles cross RC and (b) the sign 

of the derivative portion is changed.3 Their method is called the damped shifted force 

(DSF) and given by Eq. 4.6. 

𝑉!" 𝑟!" =
𝑞!𝑞!

erfc(!!!")
!!"

− erfc !!!
!!
! + !!

!! !
!"# !!!!!

!

!!
𝑟!" −   𝑅! , 𝑟!" ≤ 𝑅!

0,                                                                                                                                                                                                                    𝑟!" > 𝑅!
 

 

𝑉!"# 𝑟!" =
𝑞!𝑞!

erfc 𝛼𝑟!"
𝑟!"

−   
erfc 𝛼𝑅!

𝑅!
+

erfc 𝛼𝑅!
𝑅!!

+
2𝛼
𝜋! !

exp  (−𝛼!𝑅!!)
𝑅!

𝑟!" −   𝑅!

,             𝑟!" ≤ 𝑅!

0,                                                                                                                                                                                                            𝑟!" > 𝑅!

 

(4.5) 

(4.6) 



 

 96  

If the damping parameter α equals zero, then the DSP (Eq. 4.4) reduces to the 

undamped SP prescription of Wolf et al. (Eq. 4.3) and the DSF (Eq. 4.6) reverts to the 

undamped SF method (Eq. 4.2) derived from the n =1 case in the Levitt et al. study. 

Extensive examination of the DSF, DSP, SF, and SP methods has been reported by 

Fennell and Gezelter on liquid and solid water, on crystal NaCl and high temperature 

(7000 K) molten NaCl melt, and on weak and strong NaCl solutions. They determined 

the undamped SF and moderately damped DSP methods to be ideal alternatives in the 

calculation of energetic and dynamic characteristics of the systems when compared to 

particle-mesh Ewald.3 Hansen et al. independently verified the accuracy of the SF method 

with a reported speed-up factor of 2 – 3 relative to the Wolf et al. method for bulk molten 

salt and the SPC/FW water model.8 

Some problems have been reported for the SF method, however, including 

structural artifacts in ionic liquids with charges of large magnitude, i.e., ThCl4 at 1000K.4 

To address the issue, Kale and Herzfeld, extended the potential by taking the second 

derivative of the potential with respect to distance and called the method the shifted force 

gradient (SFG).4 The method is derived from the Levitt et al. method (Eq. 4.1), where n = 

2 in this case and yields Eq. 4.7. Kale and Herzfeld reported that in cases of extreme 

ionicity in water the greater potential softening of the n = 2 correction provided a reliable 

liquid structure in the NVT ensemble. In this work, the Levitt et al. equation is further 

expanded to the n = 3 case and called the shifted force 3rd derivative (SF3) method (Eq. 

4.8). 
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4.3  Computational Methods 

Metropolis Monte Carlo (MC) simulations were performed beginning with fully 

equilibrated ionic liquid boxes from our recent OPLS-AA force field parameterization 

effort.13 Periodic boundary conditions have been applied to the boxes containing 190 ion 

pairs. All cations were fully flexible, i.e. all bond stretching, angle bending, and torsional 

motions were sampled. Anions were simulated as rigid molecules. The use of rigid anions 

in OPLS-AA has been shown to provide an accurate representation of ionic liquid 

physical properties, including use as a reaction medium for computed QM/MM Diels-

Alder14 and Kemp elimination13 reaction studies. Solvent-solvent intermolecular cutoff 

distances of 9, 12, and 15 Å were employed uniformly across all methods using the tail 

carbon atom of each side chain (methyl and alkyl), a midpoint carbon on the alkyl chain, 

and the ring carbon between both nitrogens for imidazolium. Center atoms, e.g. B in BF4
- 

and P in PF6
-, were used for the anions. If any distance is within the cutoff, the entire 

solvent-solvent interaction was included. Adjustments to the allowed ranges for rotations, 

translations, and dihedral angle movements led to overall acceptance rates of about 30% 

for new configurations. The ranges for bond stretching and angle bending were set 

automatically by the BOSS program on the basis of force constants and temperature. All 

(4.7) 

(4.8) 
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MC calculations were run on a Linux cluster located at Auburn University and carried out 

using a custom version of BOSS.15  

4.4  Results and Discussion 

Each condensed phase ionic liquid system was simulated at 25 °C using an NVT 

ensemble for 20 million MC configurations saving individual coordinates every 40,000 

MC steps resulting in 500 configurations. The SP and DSP methods of Wolf et al.1, the 

SF method of Levitt et al.,7 the DSF method of Fennell and Gezelter,3 the SFG method of 

Kale and Herzfeld,4 the DC method of Zahn et al.,2 the CHARMM-SF method,16 and our 

proposed SF3 method were evaluated through comparison of the energy differences (ΔE) 

between two conformations as computed by the pairwise alternatives relative to the ΔE 

derived by the full Ewald sums – analogous to the approach of Fennell and Gezelter.3 A 

linear squares regression of the energy gap data was carried out and results closest to 1.0 

for both the correlation (slope) and correlation coefficient (R2) indicate ΔE values 

identical to those of Ewald. Figure 4.1 gives a sample correlation plot for the [EPyr][BF4] 

ionic liquid system when using DSF (α = 0.2 Å-1) and the undamped SF methods. 

Exhaustive detail for every ionic liquid/pairwise alternative/cutoff combination is 

provided in the Supporting Information.  
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Figure 4.1 Least squares regressions of the configurational energy 

differences for the [EPyr][BF4] system using a 15 Å cutoff distance. 

From Table 4.1 (Figure 4.2 provides a graphical representation of the data) it can 

be seen that the DSF, DSP, and DC methods employing a damping constant value of 0.2 

Å-1 and a cutoff distance of 15 Å provided the best energetic agreement with Ewald 

simulations. The DSP method did provide a negligibly better correlation coefficient at a 

cutoff distance of 12 Å and offered a slightly improved algorithm speed (discussed later) 

compared to DC or DSF. However, any one of the methods can be used interchangeably 

for the ionic liquid simulations with little difference in accuracy at a 15 Å cutoff. The 

ideal electrostatic damping value of 0.2 Å-1 is consistent with previous benchmarking 

efforts for water and salt solutions. For example, Zahn et al. recommended a combination 

of a damping constant of 0.2 Å-1 and a cutoff distance of 9 Å from SPC and TIP3P 

simulations when using their DC method.2 Fennell and Gezelter also reported the 

damping constant of 0.2 Å-1 to be the best value for the DSP method in Monte Carlo 

simulations of large chemical systems.3 While the SF3 method did not perform at the 

same level of accuracy as the more costly damped methods, it can become a viable 

alternative for specific ionic liquid combinations. For instance, the [MPyr]-based ionic 



 

 100  

liquids produced a average slope and correlation coefficient of 0.981 and 0.986, 

respectively, for all anions using SF3 compared to 0.987 and 0.992 for the DSP method 

damped by a value of 0.2 Å-1 (see the Supporting Information). Specific cation and anion 

combinations and additional smoothing of the final 0.5 Å before the cutoff further 

improved the differences between the SF3 and DSP methods (see below). 

Table 4.1  Statistical analysis of the quality of the configurational energy 

differences for a given electrostatic method applied across all ionic liquid 

simulations compared to the reference Ewald sum.a 

 

Cutoff 9 Å 12 Å 15 Å 15 Å 
(smoothed)b 

Method c Slope R2 Slope R2 Slope R2 Slope R2 
SF 1.003 0.156 0.973 0.264 0.988 0.507 1.008 0.689 
0.1 DSF 1.006 0.166 0.982 0.378 0.994 0.794 1.002 0.894 
0.2 DSF 0.992 0.680 0.982 0.975 0.980 0.982 0.980 0.981 
0.3 DSF 0.955 0.928 0.947 0.938 0.945 0.937 0.944 0.933 
SP 1.004 0.084 1.032 0.083 1.016 0.141 0.971 0.239 
0.1 DSP 1.006 0.213 1.006 0.502 1.000 0.878 0.995 0.930 
0.2 DSP 0.992 0.882 0.982 0.978 0.980 0.982 0.980 0.981 
0.3 DSP 0.955 0.928 0.947 0.938 0.945 0.937 0.944 0.933 
SFG 0.970 0.258 0.995 0.535 0.989 0.801 0.977 0.883 
SF3 0.954 0.313 0.949 0.652 0.971 0.888 0.976 0.936 
0.1 DC 1.006 0.085 1.048 0.196 1.003 0.578 0.987 0.693 
0.2 DC 0.992 0.631 0.983 0.975 0.980 0.982 0.980 0.981 
0.3 DC 0.955 0.927 0.947 0.938 0.945 0.937 0.944 0.933 
CHARMM-SF 1.108 0.012 0.855 0.014 0.971 0.044 1.102 0.096 
Pure Cutoff 0.725 0.005 1.162 0.009 0.958 0.007 0.979 0.007 
a Results closest to 1.0 indicate ΔE values identical to those of Ewald. The correlation is 
indicated by the slope, and the correlation coefficient by R2 in the regression. b Quadratic 
feathering was applied to the final 0.5 Å of the cutoff sphere.  c α values of 0.1, 0.2, and 
0.3 Å-1 used for the DSF, DSP, and DC methods. 
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Figure 4.2  Graphical representation of the correlation coefficient (R2) of the 

configurational energy differences for a given electrostatic method applied across all 

ionic liquid simulations at three cutoff distances -- 9, 12, and 15 Å. Correlation 

coefficients closest to 1.0 indicate ΔE values most similar to the reference Ewald sum. 

 

The overall agreement between the pairwise alternatives and Ewald sums was generally 

poorer for ionic liquids containing hexyl and octyl substituents. Not surprisingly, 

removing the results for the hexyl and octyl based ionic liquids from Table 4.1 improves 

the average correlation with Ewald sums. For example, the DSP method (α = 0.2 Å) 

improves its average slope and R2 values to 0.985 and 0.990, respectively, at 15 Å as 

compared to the 0.980 and 0.982 values from Table 4.1. The SF3 method also improves 

considerably to 0.977 and 0.956 without the octyl or hexyl containing [RMIM] and 

[RPyr] cations relative to the 0.971 and 0.888 values reported in Table 4.1. Increasing the 
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cutoff distance could potentially improve the energetic agreement for the longer alkyl-

chain compounds. Detailed tables comparing the differences can be found in the 

Supporting Information. 

4.5  Additional smoothing 

In OPLS-AA simulations, quadratic feathering of the electrostatic interactions to 

zero over the last 0.5 Å before the cutoff is typically applied to soften the energy 

discontinuity.26 Whereas this option in the BOSS program15 was not applied to the 

pairwise alternatives reported in Figure 2.1, it was investigated and reported for 15 Å in 

Table 4.1. The additional smoothing effect on the average correlation (slope) and 

correlation coefficient (R2) values across all ionic liquid simulations and cutoff distances 

are given in the Supporting Information. For the methods with the most favorable 

agreement with full Ewalds sums, i.e., DSF, DSP, and DC all damped by a value of 0.2 

Å-1, the feathering did not improve the results. However, for the undamped SF, SP, SFG, 

and SF3 methods, the agreement with Ewald were all enhanced when applying the 

additional smoothing. For example, smoothing the SF3 method considerably improved 

the average slope and R2 values to 0.976 and 0.936, respectively, compared to the 

previous values of 0.971 and 0.888 (Table 4.1) without the quadratic feathering. Many 

specific combinations of ionic liquids were particularly accurate using the SF3 with 

additional smoothing. For instance, SF3 with a 15 Å cutoff distance on [MMIM][BF4] 

gave slope and R2 values of 0.984 and 0.989, respectively, [EPyr][NO3] had values of 

0.984 and 0.988, and [MPyr][TFO] produced values of 0.987 and 0.991. 
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4.6  Timings 

Part of the motivation in utilizing pairwise alternatives to Ewald sums was to 

improve the efficiency of the ionic liquid simulations. Therefore, a basic effort has been 

made to measure differences in algorithm speed on the same computer: a Dell Optiplex 

GX760 featuring an Intel Core2Quad processor clocked at 2.83 GHz with 2 GB of RAM. 

A comparison was carried out for two ionic liquids, [BMIM][PF6] and [BMIM][BF4], 

between the damped pairwise alternatives DC, DSP, and DSF (where α = 0.2 Å-1), and 

the undamped SF3 and SF methods. All pairwise interaction models used 12 and 15 Å 

cutoff distances to evaluate the 500 configurations. Figure 4.3 shows the absolute CPU 

time utilized in seconds for each technique. Relative timings find that the damped 

methods required ca. 72 to 75 % of the total Ewald sums time at each specific cutoff 

value. The undamped SF3 and SF systems utilized ca. 15 and 12 % for the 12 and 15 Å 

cutoff distances, respectively (see Supporting Information). The modest gain in 

simulation speed  for the damped pairwise alternatives that employ the erfc function is 

consistent with the reported time-consuming nature of the erfc function.11 The undamped 

SF3 and SF do provide a significant improvement in the calculation time relative to both 

full Ewald sums and the damped methods, but ultimately at a cost of reduced accuracy 

(Table 4.1).  
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Figure 4.3  Timings for ionic liquid simulations relative to the full Ewald 

sums. 

4.7  Conclusions 

Monte Carlo simulations of 59 unique room temperature ionic liquid 

combinations of [RMIM] and [RPyr] cations (where R = M (methyl), E (ethyl), B (butyl), 

H (hexyl), and O (octyl)) and Cl-, PF6
-, BF4

-, NO3
-, AlCl4

-, Al2Cl7
-, and TfO- anions have 

been carried out using multiple pairwise electrostatic interaction alternatives (i.e., SF, 

DSF, SFG, SF3, SP, DSP, DC, and CHARMM-SF) to Ewald sums. The DSP, DSF, or 

DC methods provided the best energetic agreement with Ewald when combined with an 

electrostatic damping value of 0.2 Å-1 and a cutoff distance of 15 Å. The results are 

consistent with the recommendation by Zahn et al. of an ideal damping constant of 0.2 Å-

1 and a cutoff of 9 Å from SPC and TIP3P simulations when using their DC method.2 
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Fennell and Gezelter also reported α = 0.2 Å-1 to be the best value for the DSP method in 

Monte Carlo simulations of liquid and solid water and NaCl solutions.3 Identical 

agreement with the full Ewald sums energies, i.e., correlation (slope) and correlation 

coefficient (R2) values of 1.0, could potentially be achieved by fine-tuning the damping 

constant towards specific ionic liquid combinations. For example, Shi and Maginn 

reported good reproducibility of the Ewald electrostatics for the [HMIM][Tf2N] ionic 

liquid by using the DSF method with an α value of 0.2022 Å-1.17  

Timings of the individual algorithms found that the damped pairwise methods, 

i.e., DSP, DSF, and DC, delivered a modest 1.3 to 1.4-fold improvement in calculation 

speed relative to Ewald simulations. The results are consistent with the reported time-

consuming nature of the erfc function used to damp the electrostatics.11 The undamped 

methods, e.g., SF and SF3, provided a more significant 8 to 9-fold speed-up, however, 

the accuracy was generally reduced. Nevertheless, the SF3 method can be a viable 

alternative to the more costly damped methods for specific ionic liquid combinations, as 

the ΔE differences computed for the methyl and ethyl substituted [RMIM] and [RPyr] 

systems rivaled that of the damped methods. In addition, quadratic feathering of the 

electrostatic interactions to zero over the last 0.5 Å before the cutoff improved the overall 

agreement for the undamped methods across all ionic liquids relative to the full lattice 

summation energies. This extensive study provides evidence that simple pairwise 

interaction alternatives to Ewald can be an efficient and accurate method for computing 

electrostatic energies in the simulation of diverse room temperature ionic liquids. 
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Chapter 5  Solution Phase Tautomerization Thermodynamics 

5.1 Abstract 

The experimental free energies of tautomerization of seven gas phase protomers 

have been used to benchmark the accuracy of selected composite thermochemical 

models, density functionals, and semi-empirical molecular orbital theories, and Hartree-

Fock.  The G4 composite model and the M06 density functional with a 6-31+G(d,p) basis 

set yielded the most accurate results, with mean unsigned errors (MUE) of 0.93 and 0.73 

kcal·mol-1, respectively.  Using these two levels of theory to represent the solute, 50 

experimentally determined condensed phased free energies of tautomerization were used 

to benchmark the continuum solvation models IEFPCM, CPCM, and SMD.  Differing 

atomic radii used in the construction of the solute cavity were also tested in conjunction 

with the solvation models.  Depending on the solvation model and cavity chosen, ~1 

kcal·mol-1 MUE can be attained when the tautomers are partitioned into their respective 

molecular types, i.e. monocarbonyls, 𝛽-dicarbonyls, and heterocycles, and again into 

aqueous and nonaqueous solvents.    
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These findings are then are then used to study the mechanism of the enolization of 

2-nitrocyclohexanone and to gauge the accuracy of the calculated free energies of 

activation.  Mixed quantum mechanical and quantum mechanical calculations (QM/MM) 

coupled with free energy perturbation and Metropolis Monte Carlo statistical mechanics 

(MC/FEP) were employed for comparison.  

5.2 Benchmarking Continuum Solvation Models and Cavities for the 

Accurate Calculation of Condensed Phase Free Energy of 

Tautomerization 

5.2.1 Introduction 
 

In this study, the strategy to find the best method for the calculation of condensed 

phase free energy of tautomerization was to first find the method that most accurately 

calculated the free energy of tautomerization in the gas phase as compared to experiment.  

The theoretical methods employed include five composite thermochemical models CBS-

Q1, CBS-4M2, CBS-QB32, CBS-APNO3, and G44,5, semi-empirical quantum mechanical 

models AM16, PDDG/PM37,8, and PM69, Hartree-Fock, and density functionals 

B3LYP10, X3LYP11, M0512, M05-2X12, M0613, M06-2X13, ωB97X-D14, and 

PBEh1PBE15.  

Experimental gas phase free energies of tautomerization Δ𝐺!"# include 2-

nitrocyclohexanone16  (2NCH), acetylacetone17 (AcAc), ethyl acetoacetate17 (EAA), 

methyl acetoacetate18 (MAA), acetylacetamide19 (AAM), 2-pyridone20 (2Pyr), and 6-

chloro-2-pyridone21 (6ClPyr). In cases where the equilibrium constant 𝐾! was given, 

Δ𝐺!"# was calculated by equation  5.1.1 
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 𝐾! =
𝑒𝑛𝑜𝑙
𝑘𝑒𝑡𝑜 = exp   −Δ𝐺 𝑘!𝑇  (5.1.1)  

where 𝐾! is the equilibrium constant, brackets [ ] denote the molar concentration of the 

species, Δ𝐺 = 𝐺!"#$ − 𝐺!"#$, 𝑘! is the Boltzmann constant, and 𝑇 is the absolute 

temperature. 

Protomers calculated in solution include the following: (1) aqueous aliphatic 

ketones 2-methylpropan-2-one22, 3-methylbutan-2-one22, butan-2-one22, acetaldehyde22 , 

acetone22, and propan-1-one22; (2) 𝛽-dicarbonyl and 𝛽-dicarbonyl-like molecules 

acetylacetone22,23,         2-acetylcyclohexanone24, 2-nitrocyclohexanone16,25,26, ethyl 

acetoacetate23, acetoacetamide18,27, 2-methylcyclohexa-1,3-dione23, and 

tetrahydroisobenzofuran-1,7-dione23, and (3) heterocycles 2-pyridone28, 6-

chloropyridone21, 2-thiopyridone21, 6-chloro-2-thiopyridone21, 2-chloro-4-pyridone21, 

cytosine29, 3-methylcytosine29, adenine29, and 1-methyladenine29.  These protomers were 

calculated in solvents for which there were experimental data, including water, 

chloroform, dichloromethane, carbon tetrachloride, acetonitrile, and cyclohexane.     

5.2.2  Methods 
 

For Hartree-Fock and density functional methods, nine basis sets have been used, 

i.e. 6-31+G(d), 6-31+G(d,p), 6-311++G(2d,p), 6-311++G(3df,3pd), cc-pVDZ, cc-pVTZ, 

cc-pVQZ, aug-cc-pVDZ, and aug-cc-pVTZ.  Vibrational calculations have been 

performed to verify that all resultant geometries were minima on the potential energy 

surface30, possessed no imaginary frequencies (negative force constants) and provided 

thermal contributions to the electronic energy.   The CBS-APNO method does not 
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include chlorine as implemented in Gaussian 09.31 Therefore its use could not be 

extended to the many solution phase chloro-substituted tautomers.   

Solution phase calculations utilized the continuum solvation models IEFPCM32, 

CPCM33, and SMD34 as  implemented in Gaussian09.  Reviews on continuum solvation 

models are available in the literature.35–38 Molecular energies and other properties are 

dependent upon the choice of atomic radii used to build the cavity into which the solute is 

placed.32,36  Therefore, all cavity types included in Gaussian09, i.e. BONDI39, 

PAULING40, UA0, UAHF41, UAKS, and the UFF42 have been benchmarked.  

COULOMB atomic radii  were optimized specifically for use with the SMD model.34  

However, the other cavities have been tested with SMD as well.  Examples of radii for 

atoms constituting the molecules in this study are in table  

 

Table 5.1  Radii of atomic spheres for each cavity type used in the construction of the 

solute cavities.  Units given in Å.   

 
Radii of Atomic Spheres used in this Study (Å) 

       
 

C O  N Cl S H 
BONDI 1.70 1.52 1.55 1.75 1.80 1.20 
PAULING 1.50 1.40 1.50 1.80 2.26 1.20 
UA0 2.00 1.80 1.90 1.97 2.22 -- 
UAHF 1.80 1.50 1.60 1.98 2.11 -- 
UAKS 1.80 1.50 1.60 1.98 2.11 -- 
UFF 1.93 1.75 1.83 1.97 2.02 1.44 
COULOMB 1.85 2.02 1.89 2.38 2.49 1.20 
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5.2.3  Results and Discussion 

5.2.3.1 Gas Phase  
 

The Hartree-Fock and density functional methods are averaged over eight of the 

nine basis sets; 6-31+G(d) consistently gave qualitatively different results than the other 

basis sets, predicting the predominance of opposite tautomer than all other basis sets 

used.  This behavior demonstrates the necessity of p polarization functions on hydrogen 

in order to characterize the intramolecular hydrogen bonding present within many of the 

tautomers. The MUEs of the calculated gas phase Δ𝐺 of tautomerization are tabulated in 

table 5.2. 
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Table 5.2 Unsigned errors in calculated Δ𝐺!"#of Tautomerization. Negative Δ𝐺 

values indicate preference of the enol form. Values given in kcal·mol-1. 

 

	
   	
  
Unsigned	
  Errors	
  in	
  Calculated	
  ∆𝐺!"# 	
  of	
  Tautomerization	
  

	
   	
  
	
   	
   	
   	
   	
   	
   	
   	
   	
   	
   	
  Molecule	
   	
   2NCHa	
   AcAcb	
   EAAb	
   MAAc	
   2Pyrd	
   6ClPyre	
   AAMf	
  

	
   	
  Experimental	
  Δ𝐺!"#	
   -­‐3.53	
   -­‐2.20	
   -­‐0.08	
   -­‐0.85	
   -­‐0.81	
   -­‐2.10	
   -­‐0.37	
   	
   	
  
	
   	
   	
  
Method	
   Unsigned	
  Errors	
   Mean	
  
CBS-­‐QB3	
   	
   2.83	
   0.68	
   0.92	
   0.32	
   0.47	
   1.55	
   0.79	
   	
   1.08	
  
CBS-­‐Q	
   	
   4.09	
   0.94	
   3.23	
   1.74	
   0.57	
   0.25	
   0.77	
   	
   1.66	
  
CBS-­‐APNO	
   	
   2.52	
   0.15	
   0.77	
   0.04	
   0.35	
   -­‐-­‐	
   0.94	
   	
   0.79	
  
CBS-­‐4M	
   	
   5.73	
   2.58	
   0.93	
   1.65	
   1.18	
   2.38	
   2.49	
   	
   2.42	
  
G4	
   	
   3.72	
   0.07	
   0.99	
   0.26	
   0.13	
   1.21	
   0.16	
   	
   0.93	
  
Hartree-­‐Fock	
   	
   6.49	
   3.62	
   2.85	
   3.27	
   0.32	
   1.78	
   2.99	
   	
   3.05	
  
B3LYP	
   	
   1.07	
   2.94	
   2.66	
   1.95	
   1.27	
   0.27	
   1.37	
   	
   1.65	
  
X3LYP	
   	
   1.20	
   2.84	
   2.85	
   2.13	
   1.13	
   0.46	
   1.51	
   	
   1.73	
  
M05	
   	
   2.41	
   1.44	
   0.90	
   1.09	
   2.02	
   0.41	
   2.23	
   	
   1.50	
  
M05-­‐2X	
   	
   0.93	
   3.77	
   3.91	
   3.53	
   1.06	
   2.48	
   2.93	
   	
   2.66	
  
M06	
   	
   0.33	
   1.48	
   1.52	
   0.97	
   1.03	
   0.51	
   0.31	
   	
   0.88	
  
M06-­‐2X	
   	
   0.30	
   1.45	
   2.60	
   2.33	
   0.99	
   2.32	
   1.23	
   	
   1.60	
  
wB97XD	
   	
   1.61	
   0.98	
   2.52	
   1.02	
   1.16	
   0.46	
   0.42	
   	
   1.17	
  
PBEh1PBE	
   	
   2.15	
   3.60	
   3.62	
   2.93	
   0.86	
   0.62	
   2.13	
   	
   2.27	
  
AM1	
   	
   2.15	
   3.23	
   1.48	
   2.46	
   0.25	
   1.66	
   0.73	
   	
   1.71	
  
PDDG/PM3	
   2.13	
   8.50	
   5.16	
   5.94	
   2.59	
   1.11	
   3.19	
   	
   4.09	
  
PM6	
   	
   3.73	
   0.70	
   2.71	
   1.13	
   6.54	
   9.00	
   6.10	
   	
   4.27	
  

a) Angelini, G et al. The Journal of Organic Chemistry 2005, 70, 8193–8196. 
b) Folkendt, M. M. et al. The Journal of Physical Chemistry 1985, 89, 3347–3352. 
c) Belova, N. V; Oberhammer, H.; Girichev, G. V The Journal of Physical 

Chemistry A 2004, 108, 3593–3597. 
d) Beak, P.; Fry, F. S. Journal of the American Chemical Society 1973, 95, 1700–

1702. 
e) Beak, P.; Covington, J. B.; White, J. M. The Journal of Organic Chemistry 1980, 

45, 1347–1353. 
f) Caminati, W.; Grabow, J.-U. Journal of the American Chemical Society 2006, 

128, 854–7. 
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As can be seen in the table 5.1, CBS-APNO and M06 gave the lowest MUE’s of 

0.79 and 0.88 kcal·mol-1, respectively.  However, since CBS-APNO cannot be applied to 

many of the tautomers calculated in solution, the second best thermochemical model, G4, 

(MUE of 0.93 kcal·mol-1) was used hereafter.  Of note is the large unsigned error of the 

thermochemical models associated with 2NCH.  Both axial and equatorial conformations 

of the keto tautomer were calculated, with neither achieving the kilocalorie accuracy 

ordinarily associated with thermochemical models.  2NCH seems to be a pathological 

case for these methods and is explored in detail later.       

Upon finding the M06 density functional to be the superior non-composite model, 

the UEs of the individual basis sets were assessed. The 6-31+G(d,p) basis set was found 

to reproduce experimental values most accurately.  (Table 5.3) 

 

Table 5.3  Unsigned errors of basis sets using the M06 density functional.  Values 

given in kcal·mol-1. 

 
MUE’s	
  of	
  Basis	
  Sets	
  Using	
  the	
  	
  M06	
  Density	
  Functional	
  

	
   	
   	
   	
   	
   	
   	
   	
   	
   	
   	
  
Basis	
  Set	
  

	
  
2NCH	
   AcAc	
   EAA	
   MAA	
   2Pyr	
   6Cl2Pyr	
   AAM	
  

	
  
MUE	
  

6-­‐31+G(d,p)	
   0.07	
   1.29	
   0.84	
   0.97	
   0.94	
   0.77	
   0.22	
  
	
  
0.73	
  

6-­‐311++G(2d,p)	
   0.12	
   1.53	
   1.35	
   0.91	
   0.97	
   0.48	
   0.19	
  
	
  
0.79	
  

6-­‐311++G(3df,3pd)	
   0.35	
   1.41	
   1.69	
   0.60	
   1.24	
   0.06	
   0.04	
  
	
  
0.77	
  

cc-­‐pVDZ	
  
	
  

0.56	
   2.14	
   1.47	
   0.90	
   0.68	
   1.06	
   0.48	
  
	
  
1.04	
  

cc-­‐pVTZ	
  
	
  

0.27	
   1.25	
   1.49	
   1.10	
   1.28	
   0.24	
   0.02	
  
	
  
0.81	
  

cc-­‐pVQZ	
  
	
  

0.66	
   0.83	
   1.57	
   0.73	
   1.34	
   0.18	
   0.47	
  
	
  
0.83	
  

aug-­‐cc-­‐pVDZ	
   0.61	
   1.89	
   1.76	
   1.63	
   0.49	
   1.24	
   0.61	
  
	
  
1.17	
  

aug-­‐cc-­‐pVTZ	
   0.05	
   1.52	
   1.96	
   0.92	
   1.29	
   0.02	
   0.43	
  
	
  
0.88	
  

 



 

 115  

The M06/6-31+G(d,p) yields a MUE of 0.73 kcal·mol-1. Hence, the G4 and 

M06/6-31+G(d,p) methods were used in calculating condensed phase free energies of 

tautomerization. 

5.2.3.2  Condensed Phase 
 

The mean unsigned errors (MUE), maximum unsigned errors (MAX), and 

standard deviations in the unsigned error (STDDEV) are tabulated in tables 5.4 through 

5.13.  The results are partitioned into all molecules and solvents considered together, 

aqueous monocarbonyls only, β-dicarbonyls only, and heterocycles only.  These are then 

divided into all solvents, aqueous, and non-aqueous solvents.  All values are given in 

kcal·mol-1. 
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Table 5.4.  Statistical analysis of unsigned errors across all molecules and all 

solvents. Values given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
ALL TAUTOMERS in ALL SOLVENTS 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 1.90 5.47 1.66 BONDI 1.74 5.80 1.26 
PAULING 2.07 7.04 1.93 PAULING 1.96 5.92 1.36 
UA0 1.98 6.67 1.36 UA0 1.57 5.86 1.11 
UAHF 2.37 6.60 1.74 UAHF 2.61 8.31 1.96 
UAKS 3.16 9.17 2.46 UAKS 2.85 8.31 2.44 
UFF 1.99 5.70 1.49 UFF 1.71 5.10 1.22 

        CPCM 
   

CPCM 
   BONDI 1.86 5.17 1.59 BONDI 1.80 5.85 1.31 

PAULING 2.08 6.15 1.90 PAULING 2.05 5.98 1.40 
UA0 2.00 6.70 1.42 UA0 1.61 5.89 1.11 
UAHF 2.39 6.69 1.82 UAHF 2.57 7.37 1.63 
UAKS 3.41 9.94 2.76 UAKS 2.96 8.22 2.39 
UFF 1.99 5.73 1.53 UFF 1.75 5.13 1.22 

        SMD 
   

SMD 
   BONDI 2.19 5.51 1.61 BONDI 2.07 8.72 1.64 

PAULING 2.44 6.89 1.94 PAULING 2.30 7.51 1.59 
UA0 2.09 5.02 1.38 UA0 1.77 5.15 1.32 
UAHF 2.62 7.15 2.09 UAHF 3.01 8.46 2.16 
UAKS 3.34 9.68 2.59 UAKS 3.16 9.25 2.43 
UFF 2.10 5.52 1.52 UFF 1.91 6.47 1.48 
COULOMB 2.05 5.11 1.58 COULOMB 1.84 7.98 1.47 
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Table 5.5. Statistical analysis of errors across all molecules in water. Values 

given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
ALL TAUTOMERS in WATER 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 2.17 5.47 1.80 BONDI 2.02 5.80 1.41 
PAULING 2.33 7.04 2.26 PAULING 2.20 5.92 1.49 
UA0 2.31 6.67 1.46 UA0 1.95 5.86 1.33 
UAHF 1.77 5.26 1.50 UAHF 2.39 4.99 1.61 
UAKS 2.32 6.35 2.02 UAKS 2.18 5.13 1.66 
UFF 2.68 5.70 1.66 UFF 2.48 5.10 1.27 

        CPCM 
   

CPCM 
   BONDI 2.04 5.17 1.68 BONDI 2.07 5.85 1.43 

PAULING 2.28 6.15 2.14 PAULING 2.22 5.98 1.49 
UA0 2.29 6.70 1.47 UA0 1.93 5.89 1.30 
UAHF 1.80 5.33 1.54 UAHF 2.41 5.07 1.66 
UAKS 2.45 6.51 2.12 UAKS 2.23 5.27 1.72 
UFF 2.68 5.73 1.66 UFF 2.51 5.13 1.26 

        SMD 
   

SMD 
   BONDI 2.49 5.43 1.50 BONDI 2.36 8.72 2.03 

PAULING 2.71 6.89 2.10 PAULING 2.59 7.51 1.82 
UA0 2.35 4.81 1.31 UA0 2.18 5.15 1.62 
UAHF 2.09 6.09 2.09 UAHF 2.96 6.39 2.00 
UAKS 2.39 5.63 1.87 UAKS 2.42 6.05 1.50 
UFF 2.77 5.52 1.51 UFF 2.69 6.47 1.75 
COULOMB 2.41 5.00 1.52 COULOMB 2.17 7.98 1.78 
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Table 5.6.  Statistical analysis of errors across all molecules in nonaqueous 

solvents. Values given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
ALL TAUTOMERS in NONAQUEOUS SOLVENTS 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 1.69 4.97 1.50 BONDI 1.53 3.47 1.08 
PAULING 1.87 5.31 1.60 PAULING 1.77 3.98 1.21 
UA0 1.73 4.51 1.22 UA0 1.28 2.81 0.81 
UAHF 2.81 6.60 1.78 UAHF 2.77 8.31 2.17 
UAKS 3.76 9.17 2.58 UAKS 3.34 8.31 2.77 
UFF 1.45 3.69 1.08 UFF 1.11 2.59 0.77 

        CPCM 
   

CPCM 
   BONDI 1.73 5.06 1.51 BONDI 1.59 3.54 1.17 

PAULING 1.94 5.43 1.67 PAULING 1.91 4.10 1.30 
UA0 1.77 4.73 1.34 UA0 1.35 3.03 0.85 
UAHF 2.86 6.69 1.89 UAHF 2.68 7.37 1.60 
UAKS 4.16 9.94 2.97 UAKS 3.52 8.22 2.67 
UFF 1.46 3.86 1.17 UFF 1.17 2.88 0.80 

        SMD 
   

SMD 
   BONDI 1.96 5.51 1.65 BONDI 1.85 3.98 1.20 

PAULING 2.23 5.82 1.78 PAULING 2.07 4.98 1.34 
UA0 1.88 5.02 1.40 UA0 1.45 3.38 0.90 
UAHF 2.99 7.15 2.00 UAHF 3.05 8.46 2.26 
UAKS 4.02 9.68 2.81 UAKS 3.69 9.25 2.80 
UFF 1.57 4.18 1.30 UFF 1.30 2.83 0.83 
COULOMB 1.78 5.11 1.57 COULOMB 1.58 3.54 1.11 
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Table 5.7.  Statistical analysis of unsigned errors for aqueous monocarbonyls. 

Values given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
MONOCARBONYLS in WATER 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 4.51 5.47 0.78 BONDI 2.55 4.31 0.85 
PAULING 5.63 7.04 0.94 PAULING 3.36 5.00 0.78 
UA0 3.24 4.21 0.70 UA0 1.50 3.48 0.96 
UAHF 1.01 1.85 0.65 UAHF 2.39 3.28 1.12 
UAKS 0.83 1.44 0.40 UAKS 2.18 2.99 0.92 
UFF 4.68 5.60 0.70 UFF 2.87 4.40 0.77 
        
CPCM 

   
CPCM 

   BONDI 4.30 5.17 0.71 BONDI 2.56 4.32 0.86 
PAULING 5.39 6.15 0.70 PAULING 3.35 4.89 0.75 
UA0 3.21 4.15 0.70 UA0 1.48 3.47 0.96 
UAHF 1.06 1.96 0.70 UAHF 2.46 3.38 1.18 
UAKS 0.85 1.55 0.46 UAKS 2.25 3.09 0.97 
UFF 4.68 5.59 0.68 UFF 2.90 4.40 0.78 
        
SMD 

   
SMD 

   BONDI 4.49 5.43 0.79 BONDI 2.31 3.69 0.66 
PAULING 5.57 6.89 0.92 PAULING 2.96 3.71 0.43 
UA0 3.20 3.94 0.65 UA0 1.15 2.71 0.80 
UAHF 0.90 1.93 0.74 UAHF 2.64 3.39 0.90 
UAKS 0.87 1.52 0.47 UAKS 2.33 3.10 0.92 
UFF 4.42 5.52 0.84 UFF 2.45 3.14 0.54 
COULOMB 4.18 5.00 0.75 COULOMB 1.80 2.62 0.44 
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Table 5.8.  Statistical analysis of unsigned errors for 𝛽-dicarbonyls in all solvents. 

Values given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
𝛽-DICARBONYLS in ALL SOLVENTS 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 1.07 4.25 1.07 BONDI 1.54 4.00 1.33 
PAULING 1.20 4.26 1.07 PAULING 1.87 3.98 1.29 
UA0 1.69 6.67 1.37 UA0 1.58 5.86 1.26 
UAHF 2.80 6.60 1.94 UAHF 3.35 8.31 2.76 
UAKS 2.91 6.66 1.94 UAKS 3.27 8.31 2.87 
UFF 1.44 5.70 1.22 UFF 1.40 5.10 1.17 
        
CPCM 

  
  CPCM 

   BONDI 1.06 4.31 1.04 BONDI 1.63 4.04 1.42 
PAULING 1.24 4.40 1.11 PAULING 2.01 4.10 1.38 
UA0 1.61 6.70 1.39 UA0 1.58 5.89 1.25 
UAHF 2.50 6.69 2.07 UAHF 2.97 7.37 2.12 
UAKS 2.66 6.72 2.21 UAKS 2.92 7.41 2.25 
UFF 1.35 5.73 1.23 UFF 1.45 5.13 1.17 
        
SMD 

  
  SMD 

   BONDI 1.14 3.67 0.83 BONDI 1.57 3.91 1.23 
PAULING 1.47 5.27 1.25 PAULING 1.91 4.98 1.35 
UA0 1.43 3.27 0.94 UA0 1.37 2.53 0.70 
UAHF 3.10 7.15 2.09 UAHF 3.97 8.46 2.59 
UAKS 3.25 7.36 2.18 UAKS 3.81 9.25 2.64 
UFF 1.21 3.16 0.96 UFF 1.33 2.83 0.70 
COULOMB 0.95 3.01 0.74 COULOMB 1.39 3.51 1.17 
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Table 5.9.  Statistical analysis of unsigned errors of 𝛽-dicarbonyls in water. 

Values given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
𝛽-DICARBONYLS in WATER 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 1.42 4.25 1.43 BONDI 1.49 4.00 1.58 
PAULING 1.33 3.02 1.09 PAULING 2.09 3.96 1.00 
UA0 2.63 6.67 1.98 UA0 2.26 5.86 1.86 
UAHF 3.32 5.26 1.93 UAHF 2.86 4.99 2.02 
UAKS 3.34 4.69 1.89 UAKS 3.05 5.13 2.16 
UFF 2.30 5.70 1.63 UFF 1.67 5.10 1.62 
        
CPCM 

  
  CPCM 

   BONDI 1.46 4.31 1.44 BONDI 1.73 4.04 1.65 
PAULING 1.45 3.18 1.10 PAULING 2.20 4.03 0.97 
UA0 2.62 6.70 1.99 UA0 2.17 5.89 1.73 
UAHF 3.45 5.33 1.89 UAHF 2.87 5.07 2.11 
UAKS 3.76 5.87 2.13 UAKS 3.13 5.27 2.23 
UFF 2.29 5.73 1.64 UFF 1.69 5.13 1.61 
        
SMD 

  
  SMD 

   BONDI 1.43 1.87 0.40 BONDI 1.03 2.80 1.00 
PAULING 1.66 3.35 1.17 PAULING 1.73 3.36 1.08 
UA0 2.01 3.27 1.07 UA0 1.37 2.06 0.69 
UAHF 4.83 5.28 0.40 UAHF 4.39 6.12 1.24 
UAKS 5.13 5.63 0.53 UAKS 4.59 6.05 1.04 
UFF 1.67 3.16 1.11 UFF 1.18 1.54 0.27 
COULOMB 0.96 1.67 0.63 COULOMB 1.03 2.67 1.07 
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Table 5.10.  Statistical analysis of unsigned errors for 𝛽-dicarbonyls in 

nonaqueous solvent. Values given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
𝛽-DICARBONYLS in NONAQUEOUS SOLVENTS 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 0.93 3.08 0.85 BONDI 1.56 3.47 1.19 
PAULING 1.14 4.26 1.05 PAULING 1.77 3.98 1.39 
UA0 1.31 2.59 0.75 UA0 1.32 2.57 0.80 
UAHF 2.67 6.60 1.92 UAHF 3.48 8.31 2.91 
UAKS 2.80 6.66 1.94 UAKS 3.33 8.31 3.03 
UFF 1.09 2.33 0.77 UFF 1.27 2.59 0.87 
        
CPCM 

  
  CPCM 

   BONDI 0.90 3.16 0.77 BONDI 1.59 3.54 1.32 
PAULING 1.15 4.40 1.10 PAULING 1.92 4.10 1.52 
UA0 1.21 2.34 0.73 UA0 1.31 2.80 0.83 
UAHF 2.21 6.69 2.03 UAHF 3.00 7.37 2.12 
UAKS 2.33 6.72 2.13 UAKS 2.85 7.41 2.25 
UFF 0.97 2.06 0.74 UFF 1.33 2.88 0.87 
        
SMD 

  
  SMD 

   BONDI 1.03 3.67 0.92 BONDI 1.82 3.91 1.25 
PAULING 1.39 5.27 1.27 PAULING 1.99 4.98 1.45 
UA0 1.19 2.35 0.77 UA0 1.36 2.53 0.71 
UAHF 2.67 7.15 2.11 UAHF 3.86 8.46 2.84 
UAKS 2.79 7.36 2.18 UAKS 3.58 9.25 2.92 
UFF 1.03 2.31 0.82 UFF 1.40 2.83 0.81 
COULOMB 0.95 3.01 0.77 COULOMB 1.56 3.51 1.18 
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Table 5.11.  Statistical analysis of unsigned errors for heterocycles in all solvents. 

Values given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
HETEROCYCLES in ALL SOLVENTS 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 1.86 4.97 1.50 BONDI 1.70 5.80 1.21 
PAULING 1.92 5.31 1.59 PAULING 1.66 5.92 1.31 
UA0 1.82 4.51 1.28 UA0 1.58 3.82 1.01 
UAHF 2.43 5.59 1.59 UAHF 2.22 4.79 1.32 
UAKS 3.92 9.17 2.61 UAKS 2.78 7.51 2.38 
UFF 1.66 3.69 1.06 UFF 1.67 4.79 1.18 
        
CPCM 

  
  CPCM 

   BONDI 1.95 5.06 1.54 BONDI 1.73 5.85 1.25 
PAULING 2.00 5.43 1.68 PAULING 1.74 5.98 1.35 
UA0 1.94 4.73 1.38 UA0 1.66 3.77 1.01 
UAHF 2.59 5.90 1.74 UAHF 2.38 4.80 1.39 
UAKS 4.36 9.94 2.88 UAKS 3.16 8.22 2.68 
UFF 1.74 3.86 1.14 UFF 1.71 4.74 1.19 
        
SMD 

  
  SMD 

   BONDI 2.43 5.51 1.55 BONDI 2.27 8.72 1.82 
PAULING 2.46 5.82 1.70 PAULING 2.28 7.51 1.62 
UA0 2.27 5.02 1.60 UA0 2.10 5.15 1.54 
UAHF 2.72 6.11 2.06 UAHF 2.65 6.39 1.84 
UAKS 3.99 9.68 2.72 UAKS 3.11 8.08 2.44 
UFF 2.17 4.27 1.36 UFF 2.09 6.05 1.69 
COULOMB 2.34 5.11 1.53 COULOMB 2.18 7.98 1.74 
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Table 5.12.  Statistical analysis of unsigned errors for heterocycles in water. 

Values given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
HETEROCYCLES in WATER 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 1.10 2.42 0.82 BONDI 2.01 5.80 1.46 
PAULING 0.79 1.54 0.49 PAULING 1.62 5.92 1.64 
UA0 1.47 2.78 0.84 UA0 2.44 3.82 1.08 
UAHF 1.75 4.29 1.34 UAHF 2.41 4.79 1.70 
UAKS 2.98 6.35 2.14 UAKS 1.40 5.05 1.75 
UFF 1.61 2.23 0.64 UFF 3.04 4.79 1.00 

   
  

    CPCM 
  

  CPCM 
   BONDI 1.17 2.89 0.91 BONDI 1.94 5.85 1.52 

PAULING 0.75 1.57 0.57 PAULING 1.48 5.98 1.68 
UA0 1.46 2.78 0.85 UA0 2.07 3.77 1.08 
UAHF 1.74 4.32 1.39 UAHF 2.23 4.80 1.73 
UAKS 3.08 6.51 2.17 UAKS 1.91 5.15 1.81 
UFF 1.60 2.20 0.63 UFF 2.79 4.74 0.98 

   
  

    SMD 
  

  SMD 
   BONDI 1.86 3.05 0.93 BONDI 2.88 8.72 2.40 

PAULING 1.50 3.07 1.07 PAULING 2.63 7.51 2.07 
UA0 2.01 4.81 1.52 UA0 3.46 5.15 1.75 
UAHF 1.98 6.09 2.21 UAHF 3.44 6.39 2.35 
UAKS 2.50 5.30 1.66 UAKS 1.53 4.56 1.18 
UFF 2.41 4.27 1.12 UFF 3.95 6.05 1.77 
COULOMB 2.04 3.33 1.05 COULOMB 3.22 7.98 2.16 
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Table 5.13.  Statistical analysis of unsigned errors for heterocycles in nonaqueous 

solvents. Values given in kcal·mol-1. 

M06/6-31+G(d,p) G4 
HETEROCYCLES in NONAQUEOUS SOLVENTS 

IEFPCM MUE MAX STDDEV IEFPCM MUE MAX STDDEV 
BONDI 2.35 4.97 1.63 BONDI 1.51 3.39 0.98 
PAULING 2.64 5.31 1.64 PAULING 1.77 3.78 1.02 
UA0 2.04 4.51 1.46 UA0 1.25 2.81 0.81 
UAHF 2.86 5.59 1.59 UAHF 2.21 4.03 0.99 
UAKS 4.52 9.17 2.72 UAKS 3.35 7.51 2.55 
UFF 1.70 3.69 1.26 UFF 0.97 2.07 0.64 
        
CPCM 

  
  CPCM 

   BONDI 2.45 5.06 1.65 BONDI 1.60 3.50 1.02 
PAULING 2.80 5.43 1.67 PAULING 1.90 3.93 1.05 
UA0 2.25 4.73 1.56 UA0 1.40 3.03 0.87 
UAHF 3.13 5.90 1.72 UAHF 2.48 4.33 1.10 
UAKS 5.17 9.94 2.99 UAKS 3.96 8.22 2.83 
UFF 1.83 3.86 1.36 UFF 1.02 2.24 0.69 
        
SMD 

  
  SMD 

   BONDI 2.79 5.51 1.74 BONDI 1.88 3.98 1.16 
PAULING 3.08 5.82 1.73 PAULING 2.14 4.35 1.23 
UA0 2.43 5.02 1.62 UA0 1.53 3.38 1.04 
UAHF 3.20 6.11 1.80 UAHF 2.42 4.60 1.36 
UAKS 4.95 9.68 2.84 UAKS 3.78 8.08 2.71 
UFF 2.02 4.18 1.47 UFF 1.20 2.63 0.84 
COULOMB 2.53 5.11 1.75 COULOMB 1.60 3.54 1.05 
	
  	
   	
  	
   	
  	
   	
  	
   	
  	
   	
  	
   	
  	
   	
  	
  
 

It is evident from tables 5.4 through 5.13 that a smaller mean unsigned error is 

attained upon partitioning the tautomers into their respective types and then again into 

aqueous and nonaqueous solvents. The most accurate quantum mechanical method, 

solvation model, and cavity type combination are tabulated in table 5.14. 
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Table 5.14.  Summary of statistical analysis of unsigned errors for the most 

accurate method, solvation model and cavity type. Values given in kcal·mol-1. 

 
ALL TAUTOMERS 

All solvents  MUE MAX  STDDEV 
G4 IEFPCM/UA0 1.57 5.86 1.11 
Water 

    M06/6-31+G(d,p) IEFPCM/UAHF 1.77 5.26 1.50 
Nonaqueous 

    G4 IEFPCM/UFF 1.11 2.59 0.77 

     AQUEOUS MONOCARBONYLS 
Water 

 
MUE MAX  STDDEV 

M06/6-31+G(d,p) IEFPCM/UAKS 0.83 1.44 0.40 

     𝛽-DICARBONYLS 
All solvents 

 
MUE MAX  STDDEV 

M06/6-31+G(d,p) SMD/COULOMB 0.95 3.01 0.74 
Water 

    M06/6-31+G(d,p) SMD/COULOMB 0.96 1.67 0.63 
Nonaqueous 

    M06/6-31+G(d,p) CPCM/BONDI 0.90 3.16 0.77 

     HETEROCYCLES 
All solvents 

 
MUE MAX  STDDEV 

G4 IEFPCM/UA0 1.58 3.82 1.01 
Water 

    M06/6-31+G(d,p) CPCM/PAULING 0.75 1.57 0.57 
Nonaqueous 

    G4 IEFPCM/UFF 0.97 2.07 0.64 
 

Partitioning the tautomers into their respective molecular class and then again into 

aqueous or nonaqueous solvents improves the MUE, MAX, and STDDEV, with the 

exception of nonaqueous 𝛽-dicarbonyls whose MAX increases approximately half a 

kcal·mol-1.  For example, the most accurate model when averaged across all aqueous 
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tautomers, SMD/COULOMB/M06/6-31+G(d,p), has a MUE, MAX, and STDDEV of 

1.77, 5.26, and 1.50 kcal·mol-1 respectively.  However, when partitioned into aqueous 

monocarbonyls, 𝛽-dicarbonyls, and heterocycles, the MUEs of the best methods reduce 

to 0.83, 0.96, and 0.75 kcal·mol-1 respectively.  The MAXs and STDDEVs decrease by 

approximately 3.5 kcal·mol-1 and 1.0 kcal·mol-1, respectively.   

A peculiar result of this investigation was that many dicarbonyls in some solvents 

spontaneously deprotonate when using the UAKS and UAHF cavities.  These cavities 

give the dicarbonyls the smallest solute volumes within the united atom class.  An extra 

sphere was added to the hydrogen on the 𝛼-carbon using the addsphere keyword. 

However, deprotonation still occurred.  Calculating the force constants at every step in 

the geometry optimization using the calcall keyword did not correct the erroneous 

deprotonation either.  This effect is not related to the pKa value of the solute, as was 

determined by a calculation on triflouroacetic acid using the UAKS and UAHF cavities, 

wherein deprotonation did not occur.  This phenomenon is not observed for the 

monocarbonyls or heterocycles. 

Since the relation of cavity size to solute physical properties has been widely 

recognized, an effort to correlate cavity and surface area percent differences between the 

tautomers to the accuracy of the method was attempted.  However, the analysis leads to 

no insight.  For example, while UAKS/IEFPCM/M06/6-31+G(d,p) yields the most 

accurate results for aqueous monocarbonyls, the average surface area percent difference 

is 2.07 ± 1.41% while the average volume percent difference is 2.58 ± 2.58%.  Such large 

standard deviations preclude meaningful insight into a correlation of cavity volume or 

surface area to accuracy due to the large variance in the values.    
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5.3 Application to an Enolization Reaction: 2-nitrocyclohexanone 

 
A second goal of this research was to determine the accuracy of the calculated 

free energies of activation using the most accurate solvation model and cavity determined 

in the above analysis as well determining the mechanism of enolization.  The base-

catalyzed keto-enol interconversion of 2-nitrocyclohexanone (2NCH) has been studied in 

a variety of solvents.16,25,26,43,44  Energies of activation were determined from reaction 

rates using the Eyring equation44,45  

 Δ𝐺‡ 𝑇 = 𝑅𝑇 ln
𝑇
𝑘! + ln

𝑘!
ℎ  

(5.3.1)  

where Δ𝐺‡ 𝑇  is the free energy of activation at absolute temperature 𝑇, 𝑅 is the 

universal gas constant, 𝑘! is the rate of reaction, 𝑘!is the Boltzmann constant, and ℎ is 

the Planck constant.  The experimentally determined free energies of activation for the 

enolization of 2NCH catalyzed by pyridine (Pyr), 3-methylypyridine (3MePyr), 3-

methyloxypyridine (3MeOPyr), 4-methylpyridine (4MePyr), 4-methoxypyridine 

(4MeOPyr), and triethylamine (Et3N), in cyclohexane, carbontetrachloride, chloroform, 

dichloromethane, and acetonitrile are tabulated in table 5.15. 
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Table 5.15  Experimental Free Energies of Activation Δ𝐺‡ (kcal·mol-1 at 298.15 K) for 

the Base-Catalyzed Enolization of 2-NCH in Various Solvents26,44  All values given in 

kcal·mol-1. 

Δ𝐺‡ of Enolization for 2-nitrocyclohexanone 
Base C6H12 CCl4 CHCl3 CH2Cl2 CH3CN 
Et3N 18.5 17.0 15.6 15.3 15.1 
Pyr 22.4 21.9 20.3 20.3 20.2 
4MeOPyr -- -- 18.5 18.5 18.6 
4MePyr -- -- 19.1 19.1 19.2 
3MeOPyr -- -- 20.0 20.3 20.4 
3MePyr -- -- 19.5 19.5 -- 
      
 

Siani et al. proposed a shift in mechanism from concerted to stepwise upon going 

from less polar to more polar solvents, illustrated in scheme 5.1.44  This mechanistic shift 

is also examined via the methods detailed below. 

Scheme 5.1.  Proposed shift in the enolization mechanism of 2NCH from (a) 

concerted in less polar solvents to (b) stepwise in more polar solvents. 
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5.3.1  Methods 
 

Two computational methods have been used in determining the Δ𝐺‡ and 

mechanism of enolization of 2NCH. First, M06/6-31+G(d,p) was used in combination 

with continuum solvation models and cavities PAULING/CPCM and COULOMB/SMD.  

While the latter is the most accurate for dicarbonyls in all solvents, the former is most 

accurate for 2NCH specifically, with a MUE, MAX, and STDDEV of 0.26, 0.34, and 

0.09 kcal·mol-1, respectively.  Assessing both solvation models and cavities will 

determine the accuracy of calculated free energies of activation when using the best 

model and cavity for a class of tautomer verses using the best model and cavity for a 

specific tautomer.  Stationary points on the potential energy surface associated with the 

stepwise mechanism (scheme 5.1.b), illustrated in scheme 5.2, were calculated.  

Vibrational calculations were performed to verify geometries as either minima or 

transition structures and to provide thermal corrections to the electronic energy.  
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Scheme 5.2  Stationary points characterizing the stepwise enolization of 2NCH.  

 

 
 

 

Initial conformation analysis was performed by first optimizing at the AM1 level 

and then using a combination of stochastic and internal coordinate sampling.  From the 

initial AM1 geometry, 200 trial geometries were created via random changes to the bond 

lengths, angles, or dihedrals in the case of internal sampling or Cartesian coordinates in 

the case of stochastic sampling.  The energies of all initial trial geometries were then 

calculated using the OPLS-AA force field and optimized using the quasi-Newton 

Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm as implemented in BOSS 4.7.46  

To eliminate identical local minima, three criteria were applied: an maximum energy 

difference tolerance of 0.070 kcal/mol; a maximum root mean square difference in atom 

positions between two overlaid conformers of 0.200 Å; and a maximum difference in the 
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sum of all of the internuclear distances squared of 4.000 Å.  This “fine” differentiation of 

local minima is able to distinguish between very similar conformations, e.g. gauche and 

trans ethanol.   

Because of the rigidity of the pyridine-derived bases, alternative conformations 

were not explored.  The enol form of 2-nitrocyclohexanone (2NCH) optimized to only 

two conformers, with the cis conformer having the ability to intramolecularly hydrogen-

bond.  This intramolecular stabilization lead to a drastic difference in energy and hence 

the trans conformer was not included in later, higher level conformational analyses.   

The many local minima which were found for 2NCH and triethylamine were then 

optimized using the M06 density functional with a 6-31+G(d,p) basis set and the SMD 

and IEFPCM solvation models with the COULOMB and PAULING cavities, 

respectively, in cyclohexane, carbon tetrachloride, acetonitrile, dichloromethane, and 

water.  The most stable conformers were then used as starting geometries for subsequent 

calculations.  In all solvents, 2NCH favored the conformer in which the nitro group is in 

the equatorial position.  Many conformers were produced for triethylamine, some of 

which appear to be sterically unfavorable when forming the activated complex, though 

they are the most stable in isolation. 

Second, a mixed quantum mechanical/molecular mechanical (QM/MM) analysis 

was performed.  The solute and solvent energies were calculated using an AM1 

Hamiltonian and the OPLS-AA force field, respectively.  Solute-solvent interaction 

energies were calculated using equation 2.6.2.  The solute point charges used in equation 

2.6.2 were determined using the CM1 charge model and scaled by a factor of 1.14 to 

reflect the increased dipole moment in solvent (see section 2.6).  Free energy perturbation 
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(FEP) was used in combination with Metropolis Monte Carlo (MC) statistical mechanics 

to equilibrate configuration space and to determine the change in free energy at each 

point on the potential energy surface. Five million Monte Carlo configurations were used 

for the initial equilibration of the system followed by 10 million configurations of 

averaging. 

For the stepwise mechanism (scheme 5.1a), the two dimensional free energy map 

was created by perturbing both the carbon-hydrogen RCH and nitrogen-hydrogen RNH 

bond distances (scheme 5.3) from approximately 1.00 to 5.00 Å.  For the concerted 

mechanism (scheme 5.1b), the oxygen-hydrogen ROH and nitrogen-hydrogen and RNH 

distances were perturbed from 0.94 to 3.06 and from 1.00 to 2.00 Å, respectively. 

(Scheme 5.4)  Bond distances were initially partitioned into windows of 0.05 Å to 

characterize the potential energy surface, while a window size of 0.01 Å was used to 

locate and determine the relative free energies of critical points.  Mechanisms were 

simulated in acetonitrile, dichloromethane, carbon tetrachloride, and cyclohexane.  For 

acetonitrile, dichloromethane, and carbon tetrachloride, the initial deprotonation of the 

stepwise mechanism was explored.  For cyclohexane, the solvent with the lowest 

dielectric constant, the concerted mechanism was performed.  
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Scheme 5.3  Reaction coordinates (bold) used in creating the 2D free energy map 

for the stepwise enolization of 2NCH. 

 

 

  

Scheme 5.4  Reaction coordinates (bold) used in creating the 2D free energy map 

for the concerted enolization of 2NCH. 

 

5.3.2  Results and Discussion 

5.3.2.1  M06/6-31+G(d,p) with Continuum Solvation Model 
 

The calculated and experimental free energies of activation Δ𝐺‡ for rate-

determining, first transition state (TS1) of the stepwise mechanism calculated using 

M06/6-31+G(d,p) with the PAULING/CPCM and COULOMB/SMD cavities and models 

are tabulated in tables 5.16 and 5.17, respectively.  All energies are given in kcal·mol-1. 
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Table 5.16  Experimental and calculated Δ𝐺‡ for the stepwise TS1 of enolization 

of 2NCH.  Values calculated using the PAULING/CPCM/M06/6-31+G(d,p) 

method and given in kcal·mol-1. 

Experimental and PAULING/CPCM/M06/6-31+G(d,p) Calculated Δ𝐺‡ 
      
 C6H12 CCl4 CHCl3 CH2Cl2 CH3CN 
Base Calc Exp Calc Exp Calc Exp Calc Exp Calc Exp 
Et3N 16.4 18.5 16.2 17.0 13.5 15.6 13.7 15.3 13.1 15.1 
Pyr 22.1 22.4 21.6 21.9 19.1 20.3 18.2 20.3 16.9 20.2 
4MeOPyr -- -- -- -- 18.0 18.5 17.1 18.5 16.5 18.6 
4MePyr -- -- -- -- 19.3 19.1 18.5 19.1 -- 19.2 
3MeOPyr -- -- -- -- 19.5 20.0 18.4 20.3 17.7 20.4 
3MePyr -- -- -- -- -- 19.5 17.3 19.5 -- -- 
           
 

 

Table 5.17  Experimental and calculated Δ𝐺‡ for the stepwise TS1 of enolization 

of 2NCH.  Values calculated using the COULOMB/SMD/M06/6-31+G(d,p) 

method and given in kcal·mol-1. 

Experimental and COULOMB/SMD/M06/6-31+G(d,p) Calculated Δ𝐺‡ 
      

 
C6H12 CCl4 CHCl3 CH2Cl2 CH3CN 

Base Calc Exp Calc Exp Calc Exp Calc Exp Calc Exp 
Et3N 21.0 18.5 21.2 17.0 18.9 15.6 20.5 15.3 17.2 15.1 
Pyr 23.2 22.4 22.9 21.9 22.0 20.3 21.6 20.3 21.0 20.2 
4MeOPyr -- -- -- -- 20.4 18.5 20.6 18.5 19.9 18.6 
4MePyr -- -- -- -- -- 19.1 19.5 19.1 19.0 19.2 
3MeOPyr -- -- -- -- -- 20.0 22.2 20.3 20.3 20.4 
3MePyr -- -- -- -- 21.4 19.5 21.6 19.5 -- -- 
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As may be expected, the solvation model and cavity that is ideal for 2NCH, 

PAULING/CPCM, yielded the most accurate results, having a MUE, MAX, and 

STDDEV of 1.5, 3.3, and 0.9 kcal·mol-1.  The COULOMB/SMD model, which is most 

accurate for the dicarbonyl class of tautomers all considered together, yielded a MUE, 

MAX, and STDDEV of 1.8, 5.2, and 1.3 kcal·mol-1.  The highest errors for 

COULOMB/SMD are associated with Et3N. For example, in dichloromethane, 

COULOMB/SMD has an error of 5.2 kcal·mol-1 while the error for PAULING/CPCM is 

1.6 kcal·mol-1.  Most likely, this is caused by steric hindrance, due to the orientation of 

the methyl groups, within the activated complex, as shown in figure 5.1a.  Removing the 

triethylamine results lowers the MUE, MAX, and STDDEV of COULOMB/SMD to 1.2, 

2.1, and 0.7 kcal·mol-1.  Removal of triethylamine results for PAULING/CPCM lowers 

the MUE and STDDEV by only 0.01 kcal·mol-1.  This issue with triethylamine may 

reflect the accuracy in the conformational ranking when using the SMD solvation model. 
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Figure 5.1  Geometries for the first transition structures in the enolization of 

2NCH in dichloromethane as calculated by (a) COULOMB/SMD and (b) 

PAULING/CPCM.  The orientation of the methyl groups of (a) causes significant 

steric hindrance.  

 

 Regarding the mechanism of enolization, the stepwise first transition structure, 

having a carbonyl carbon, 𝛼-carbon, hydrogen bond angle of approximately 100º, was 

found for all bases in solvents of both low and high dielectric constants.  This bond angle 

is consistent with a stepwise deprotonation, while an acute angle would be expected for a 

concerted mechanism. All transition structures are essentially identical regardless of 

solvent dielectric constant, with only minor geometric variations.  No evidence was found 

of the hypothesized concerted mechanism.  In the attempts to locate the concerted 

transition structure, the methodology was not restricted to M06, but also CBS-QB3, MP2, 

B3LYP, and M06-2X methods with augmented, triple zeta basis sets.   

 Additionally, the fully separated ion pair is a stationary point on the potential 

energy surface for all solvents.  Should the hypothesized concerted mechanism occur for 
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low dielectric solvents, the carbonyl oxygen of 2NCH would spontaneously abstract the 

proton from the protonated base.  These findings are strong evidence that the stepwise 

mechanism occurs in all solvents.   

 Since continuum solvation models represent the solvent as a grid of polarizable 

charges and lack specific site-to-site interactions between solute and solvent, explicit 

solvation was then used to investigate the reaction mechanism. 

5.3.2.2  QM/MM/FEP/MC Results 
 

 Figures 5.2 through 5.4 illustrate the potential energy surfaces for the base-

catalyzed deprotonation of 2NCH in solvents of decreasing dielectric constant, i.e. 

acetonitrile (𝜖 = 37.5), dichloromethane (𝜖 = 8.9), and carbon tetrachloride (𝜖 = 2.2).  

Figure 5.5 shows the potential energy surface for hypothesized concerted enolization in 

the solvent of the lowest dielectric constant, cyclohexane (𝜖 = 2.01).  The reactions in 

acetonitrile and dichloromethane have well defined saddle points (gold stars in figures) at 

bond distances of approximately RCH = 1.5 and RNH = 1.2 Å.  In carbon tetrachloride, 

however, the potential energy surface remains flat as the ion pair separate, maintaining a 

free energy approximately equienergetic relative to the transition structure.  This 

indicates a more intimately bound ion pair for the case of carbon tetrachloride.  This 

finding provides qualitative support for the concerted mechanism in this solvent.  

However, when the concerted mechanism is explicitly calculated in cyclohexane, the free 

energy of activation is found to be 64.0 kcal·mol-1, which is far too high to occur at room 

temperature.   



 

 139  

 

Figure 5.2  Potential energy surface for TS1 of the stepwise pyridine catalyzed 

deprotonation of 2NCH in acetonitrile. 
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Figure 5.3 Potential energy surface for TS1 of the stepwise pyridine catalyzed 

deprotonation of 2NCH in dichloromethane. 
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Figure 5.4  Potential energy surface for TS1 of the stepwise pyridine catalyzed 

deprotonation of 2NCH in carbontetrachloride. 
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Figure 5.5  Potential energy surface for the concerted enolization of 2NCH 

catalyzed by pyridine in cyclohexane. 
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5.4 Conclusions 

Benchmarking seven gas phase free energies of tautomerization reveals that the 

composite G4 model and M06 density functional with a 6-31+G(d,p) basis set yield the 

lowest mean unsigned error, 0.93 and 0.73 kcal·mol-1, respectively. These two levels of 

theory were chosen to represent the solute monocarbonyls, dicarbonyls, and heterocycles 

for the 50 solution phase free energy of tautomerization calculations. The solvent was 

characterized using solvation models IEFPCM, CPCM, and SMD, along with cavities 

PAULING, BONDING, UA0, UAHF, UAKS, and COULOMB.  This study finds that no 

one single solvation model and cavity is best for all molecules.  Partitioning the results 

into classes of tautomers and then again into aqueous and nonaqueous solvents greatly 

improved results.  IEFPCM/UAKS solvation model and cavity calculates aqueous 

monocarbonyls with a mean unsigned error of 0.83 ± 0.40 kcal·mol-1.    𝛽-dicarbonyls in 

aqueous and nonaqueous solvents are calculated with the SMD/COULOMB and 

CPCM/BONDI combinations with mean unsigned errors of 0.96 ± 0.63 kcal·mol-1 and 

0.90 ± 0.77 kcal·mol-1, respectively.  Heterocycles in aqueous and nonaqueous solvents 

are calculated with the CPCM/PAULING and IEFPCM/UFF combinations with a mean 

unsigned error of 0.75 ± 0.57 kcal·mol-1 and 0.97 ± 0.64 kcal·mol-1, respectively. 

The mechanism and free energies of activation of enolization of the 𝛽-dicarbonyl 

2-nitrocyclohexanone with various bases has been explored.  The SMD/COULOMB and 

CPCM/PAULING models and cavities, the former most being most accurate for 𝛽-

dicarbonyls in general and the latter being most accurate for 2-nitrocyclohexanone 

specifically, were used.  CPCM/PAULING and SMD/COULOMB reproduce the free 
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energies of activation with a mean unsigned error of 1.5 ± 0.9 kcal·mol-1 and 1.8 ± 1.3 

kcal·mol-1, respectively.  The above methods along with QM/MM/FEP/MC calculations 

all provide strong evidence that the mechanism is stepwise in solvents of all dielectric 

constants.   
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